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1 Abstract

Computations of 3D Euclidean geometry can be performed using various com-
putational models of different effectiveness. In this paper we compare five al-
ternatives: 3D linear algebra, 3D geometric algebra, a mix of 4D homogeneous
coordinates and Plucker coordinates, a 4D homogeneous model using geomet-
ric algebra, and the 5D conformal model using geometric algebra. Higher di-
mensional models and models using geometric algebra can express geometric
primitives, computations and constructions more elegantly, but this elegance
may come at a performance penalty.

We explore these issues using the implementation of a simple ray tracer as
our practical goal and guide. We show how to implement the most impor-
tant geometric computations of the ray tracing algorithm using each of the five
models and benchmark each implementation. ?

2 Introduction

The space we live in is quite well described as a 3-dimensional Euclidean ge-
ometry for most computer graphics applications. Although it would seem
straightforward to directly implement this for the generation of realistic images
and simulation of objects and their properties, most of us find a more indirect
method more attractive: we construct a computational model of the 3D geom-
etry, and implement that. This often improves our programs in structure and
efficiency. An example is the wide-spread use of homogeneous coordinates,
which uses a 4D linear algebra to do some of 3D Euclidean geometry. But the
vectors from 3D linear algebra also have their uses, as do quaternions (which
appear to live in a 4D complex algebra) and even Plucker coordinates (which
describe 3D lines using an unfamiliar 6-dimensional space).

*Suggestion for short CG&A title: Modeling 3D Euclidean geometry.
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ways. We compare the elegance and performance of five such models in a ray tracing application.



In fact, the choice of models is getting confusing. Explanatory papers have
been written [6] [7] [8] [9], often suggesting different algebras for different as-
pects of geometry. Our programs typically reflect that. The recently discovered
geometric algebra [1a] [1b] [5] appears to be just one more possibility (groan), but
that is not the right way of looking at it. Instead, in geometric algebra we finally
have a framework containing all the options, neatly laid out. It cleans up the
situation by assigning various ’tricks’ such as quaternions and Plucker coor-
dinates to a proper geometric algebra of appropriate real, interpretable vector
spaces.

This paper gives a comparison of five models of 3D Euclidean geometry
— not theoretically, but by showing how you would implement a simple re-
cursive ray tracer in each of them. It is meant as a tangible case study of the
profitability of choosing an appropriate model, discussing the trade-offs be-
tween elegance and performance for this particular application. This paper
can be considered to be a practical sequel to two tutorials on geometric algebra
previously published in CG&A [1a] [1b], and we will make frequent references
to those tutorials.

The models we compare are: 3D linear algebra (3D LA); 3D geometric al-
gebra (3D GA, which naturally absorbs the quaternions into 3D real geome-
try); 4D linear algebra (4D LA, i.e. the familiar homogeneous coordinates); the
4D homogeneous model (4D GA, a geometric algebra which naturally absorbs
Plucker coordinates of lines and planes into homogeneous computations); and
the 5D conformal model (5D GA, a geometric algebra which is new - it gives
coordinates to circles and spheres and provides the most compact expressions
for 3D Euclidean computations known to date). We picked both 3D LA and 4D
LA because we wanted a basic and an advanced mainstream model as baseline.
We selected 3D GA and 4D GA because they are the (improved) GA variants of
the 3D LA and 4D LA models. The 5D GA model is used to demonstrate what
kind of improvements are possible with more sophisticated models. Although
in this paper we don’t make explicit use of Grassmann spaces as recommended
by [7], but we shall see that using geometric algebra to implement Grassmann
spaces significantly extends their applicability.

Our reasons for choosing a ray tracer as benchmark are the following. 1) Ev-
erybody familiar with computer graphics knows how a basic ray tracer works,
and possibly has implemented one. 2) Implementing the core of a ray tracer
can be done with relatively little code, which was important to us, since we
were going to write many different implementations of the same algorithm.
3) A ray tracer contains a diverse selection of geometric computations, like
rotation, translation, reflection, refraction, (signed) distance computation, and
line-plane and line-sphere intersection computations. This allows us to show
by example how to perform these computations in different models. But we
emphasize that our main goal in this paper is to compare frameworks for rep-
resentation and computation of geometry in some practical situation, not to
build a ray tracer per se. The resulting ray tracer is not a marvel of contem-
porary computer graphics; yet it is sufficiently sophisticated to render images
such as figure 1.

In the following, we first discuss the basic algorithm of the ray tracer and
the geometric computations required to implement it. After that, we briefly
introduce each of the five models and show in detail how to implement five of
the most important geometric computations required by the ray tracer. Then



Figure 1. The same result can be achieved in many ways. These images are
identical, but each one was rendered using a different model of 3D Euclidean
geometry. The scene consist of 5 objects modeled with about 7800 triangles:
a textured/bumpmapped teapot, a transparent drinking glass, a reflective
sphere, a red diffuse sphere, and a textured/bumpmapped piece of wood.

it is time for a short section on the implementation of the algebras, followed
by the performance results of each ray tracer implementation. We end with a
discussion of the relative performance and elegance of the models.

3 The ray tracer

We use a basic recursive ray tracing algorithm, without special techniques for
efficiency, except for the use of a BSP tree to accelerate ray-mesh intersection
computations. Describing the precise algorithm in great detail is not mean-
ingful here, since only the geometric computations matter to the discussion at
hand. A more detailed specification is available elsewhere[3].

The ray tracing algorithm accepts as input a description of the scene, in-
cluding camera, lighting and polygonal model information, like position, ori-
entation, shape and material properties. For each image pixel, a ray is traced
through the scene, as it hits models and possibly gets reflected and refracted.
Where a ray hits a surface, lighting computations are performed for each visi-
ble or ambient light source. The final color of each pixel is determined by the
weighted sum of such lighting computations.

The ray tracing algorithm requires representations of geometric primitives
like vectors, points, lines, planes, spheres, as well as transformations of these
primitives. In section 4 we show how to represent these primitives and op-
erators in each model of geometry. In some models, primitives can also be
operators. For instance using geometric algebra, a plane can be 'applied’ to
another primitive directly in order to reflect that primitive in the plane.

The geometric computations and operations that we must be able to imple-
ment in each model in order to build our ray tracer are:

e rotation and translation of arbitrary primitives (points, lines, planes),
o reflection and refraction (Snell’s law) of directed lines,

e test for and computation of the intersection of lines and planes, of lines
and triangles, and of lines and spheres,

e computation of the angle between lines and/or the angle between planes,
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Figure 2: lllustration of the geometric computations that will be treated in de-
tail for each model. Input of the computations is shown in black, output in
grey. a: translation and rotation. b: intersection of a line and a plane. c: in-
tersection of a line and a sphere. d: reflection of a directed line in a plane. e:
refraction of a directed line in a plane.

e computation of the distance between two points and the signed distance
of points to planes.

In the next section, a selection of these operations is treated in detail for each
model.

At this point we would have liked to give a more detailed specification of
each of the geometric computations we are about to discuss. The problem is
that to write down those very descriptions already implies the use of a specific
model, since using a model is the only method we know to precisely encode
geometry. An important theme of this paper is that the use of any model, even
a model of 3D Euclidean geometry, not only determines how you implement
your solution, but also shapes the way you think about the problem. So if we
want to remain impartial with respect to the five models, we should not use one
of those models at this point to specify the geometric computations. Instead
we have chosen to include a graphical representation in figure 2. The icons
in that figure show only the relevant geometric primitives. As the reader will
see shortly, derived geometric primitives like angles, intermediate intersection
points and surface normals arise from the way we are used to implement the
computations in mainstream models of 3D Euclidean geometry, and do not
necessarily arise in other models. For example, when we treat the conformal
model, a directed line can be reflected in a plane without ever using a surface
normal or the intersection point of the line and the plane.

4 The models

In the following five sections we give a short informal introduction of each of
the five models. These introductions show only how some important primi-
tives and rotation/translation operations are represented. For the novel GA
models, we give references to sources where you can learn more about them.
After each introduction, we show the equations used to implement the five
geometric computations from figure 2. Readers with little mathematical back-
ground should not be discouraged by these equations that make up the bulk
of the next section. Instead we encourage all readers not to focus on under-
standing the equations, but to read with a bird’s eye view: please skip back
and forth between the five sections and compare the length and simplicity of
the equations and the number of split-up cases.



Knowing that for each geometric operation in each model there are alterna-
tive ways to implement them, we have always tried to 'do the sensible thing’
in each model. The equations we use to implement the geometric operations in
the 3D LA model are virtually identical to those quoted in [4] as most efficient.

We employ the following notation across all models: lower case Greek sym-
bols (p, 0, ¢) are used to denote scalars. Lower case bold symbols (u, q, s)
are used for elements of the algebra interpreted as geometric primitives (di-
rections, points, spheres). Upper case bold symbols (R, M) are used for ele-
ments of the algebra interpreted as operators (rotors, transformation matrices).
Lower case plain symbols with an arrow overhead are occasionally used to de-
note vectors (7, @) that are not strictly elements of the algebra at hand. When
possible, equations appear close to the form in which they are implemented in
actual code.

4.1 3D linear algebra

In the 3D LA model, all primitives are represented using vectors and scalars.
A point is represented by a vector that points from the origin to the location of
the point. A line is represented by a vector that points from the origin to some
point on the line, and a unit vector that points along the direction of the line.
A plane is represented by a normal vector and a scalar that gives the distance
of the plane to the origin. A sphere is represented by a vector that points from
the origin to the center of the sphere and a scalar that gives the radius of the
sphere. Note that every primitive is explicitly represented relative to a specific
origin that is chosen a priori.

Translation is represented by a vector. Rotation about the origin is a linear
mapping, so this can be represented by a 3x3 matrix.

All geometric computations are made using matrix-vector multiplication,
addition and subtraction of vectors, scalar multiplication, dot products (de-
noted by the - symbol) and cross products (denoted by the x symbol).

4.1.1 Rotation/translation

A point q is rotated/translated as follows:
d =Rq-+t 1)

where R is a rotation matrix, and t is a translation vector. To translate/rotate
a line (given by a point q; on the line and a unit vector u along the line) one
computes

q = Ra+t )
u = Ru (3)

A plane (given by its unit normal vector n and the scalar distance to the origin
0) is rotated/translated by

n = Rn (4)
Y = 6+t-n (5)



4.1.2 Line-plane intersection

The intersection point g, of a line (given by a point q; on the line and a unit
vector u along the line) and a plane (given by its unit normal vector n and the
scalar distance to the origin §) can be computed as:

((q-n) —d)u

QG=qQq - ——————— (6)
u-n

if u- nisnotequal to 0.

4.1.3 Line-sphere intersection

The two intersection points g and g of a line (given by a point g; on the line
and a unit vector u along the line) and a sphere (given by its center point q,
and its scalar radius p) can be computed using the following equations. First
the closest point q. to the center of the sphere on the line is computed as:

qc:ql+((qs_Ql)'u)u (7)

then the normalized squared Euclidean distance §2 of q. to q, can be used to
determine if the line intersects the sphere:

52 — (qc B QS),O'Q(qc B QS) (8)

If 52 is larger than 1, the line and the sphere do not intersect. If 62 is exactly 1,
q. is the single intersection point. Otherwise q_ and q,. can be computed as

g+ =qc £ py/1—062u )

4.1.4 Reflection

The reflected direction u’ of a line (given by a point q; on the line and a unit
vector u along the line) in a plane (given by its normal vector n), can be com-
puted as:

u=-2n-un+u (10)
The reflected line would then be given by q; (the intersection point of the line
and the plane) and u’. Note that we have to explicitly compute q; (using equa-
tion 6) before we obtain a full representation of the reflected line.

4.15 Snell’s law

As a ray travels from one medium to another, its direction gets refracted ac-
cording to Snell’s law:
InéL_ e GE
sings Mm
where ¢, is the incoming angle, ¢- is the outcoming angle, and 7; and 7, are
the refractive indices of the media. In appendix A we use geometric algebra to
compactly derive the classical equation for implementing Snell’s law. Here we
just present the result of that derivation, translated to 3D LA.




The unit surface normal of the (tangent-) plane separating the media is
given by n. The unit direction of the line is given by u. We define n = Z—f
the refractive index of medium 2 relative to medium 1. This is all we need to
compute the refracted direction of the line:

u = (Sign(n-u)\/1—772+(n-u)2772—(n-u)n)n—i—nu (12)

4.2 3D geometric algebra

3D geometric algebra is an extension of 3D linear algebra [1a] [1b]. It has an
operation to span subspaces through the origin: the outer product ([1a], pg. 25)
denoted by the A symbol. Such subspaces or blades ([1a], pg. 25) are then
basic elements of computation. In 3D GA, we interpret the bivectors or 2-blades
(of the form a A b) as oriented, directed planes through the origin. We use
bivectors instead of normal vectors, because they encode the same information
but behave much better under linear transformations. We can naturally extend
the inner product (denoted by the - symbol) to blades, and this is useful for
projection and metric relationships.

GA also has a geometric product ([1a], pg. 27), denoted by a half space sym-
bol, as in ab. The geometric product permits multiplication and division ([1a],
pg. 30) by vectors and subspaces. The ratio of two vectors forms a rotor ([1b],
pp. 58-60), which can be used as a rotation operator. In fact, it has the same
properties as a quaternion, but within the context of geometric algebra it is
a real operator that can moreover be used to rotate subspaces of any grade.
Alternatively, a rotor can be constructed as the exponential of the bivector rep-
resenting the rotation plane and angle.

Besides the various products, we also use addition, subtraction and inver-
sion. The dual operator ([1b], pp. 60-61), denoted by a superscript *, returns
the dual of any blade, i.e. the orthogonal complement in 3D space. All of these
construction naturally extend to n-dimensional vector spaces.

A 'general number’ or multivector in 3D GA can be represented by 8 coordi-
nates relative to an 8-dimensional basis: 1 coordinate for scalars, 3 coordinates
for vectors, 3 coordinates for bivectors and 1 coordinate for trivectors (3-blades,
interpreted as volume elements).

4.2.1 Rotation/translation

Rotation of a vector about an axis through the origin is done like this in 3D GA:
v =RvR™! (13)

The vector is sandwiched between the rotor R and its inverse R~!. R is created
as R = exp (—1¢b) = cos 3¢ — bsin 3¢, where ¢ is the angle of rotation and b
the unit bivector denoting the plane of rotation. Such an R is normalized. This
implies that R~! is equal to R~ the reverse of R ([1a], pg. 30). The reverse can
be computed efficiently by sign flipping part of the coordinates of R.
Sandwiching operations like RvR ™! are common in GA. They are typi-
cally used to apply objects like rotors to blades. Once you replace rotation
matrix multiplication by this rotor sandwiching operation, points (represented



by a vector q from the origin to the point) and lines (represented by a point g;
and a direction u) are transformed the same way in 3D GA as they are in 3D
LA

A plane is now given by its bivector b and its scalar distance to the origin
0. Itis rotated/translated as follows:

b= RbR! (14)
8= 6+ (tAD)* (15)

(t Ab')* isequal to t - (b'*), but slightly more efficient.

4.2.2 Line-plane intersection

The intersection point g; of a line (given by a point g; on the line and a unit
vector u along the line) and a plane (given by a unit bivector b and a scalar
distance to the origin §) can be computed as:

B (e Ab)"—6)u
q=q — wAD) (16)

if u A b is not equal to 0.

4.2.3 Line-sphere intersection

Line-sphere intersection is handled entirely the same way in 3D GA as in 3D
LA, except that the dot products are replaced by equivalent inner products.

4.2.4 Reflection

The reflected direction u’ of a line (given by a point q; on the line and a unit
vector u along the line) in a plane (given by its unit bivector b and its distance
to the origin ¢§), can be computed as:

u' =—-bub!=bub 17

As with rotation, we see that u is sandwiched between the two b’s. The re-
flected line would be given by q; (the intersection point of the line and the
plane) and u’. Note that we have to explicitly compute q; before we obtain a
full representation of the reflected line.

425 Snell’s law

Snell’s law is implemented the same way in the 3D GA model as in the 3D LA
model. To implement Snell’s law in the 3D GA model, we only have to set
n = b* (where b is the unit bivector of the plane), and implement the rest as in
3D LA equation 12.



4.3 4D homogeneous coordinates, Plicker coordinates, 4D lin-
ear algebra

This model is the most incoherent of all models presented in this paper, though
it is probably representative for what an advanced computer graphics pro-
grammer would use today. The model uses homogeneous coordinates, Pliicker
coordinates and 4 x4 transformation matrices to implement part of an oriented
projective geometry, such as described in [10].

In homogeneous coordinates an extra basis vector or axis is used, besides
the standard x, y and z axis. This axis is usually called w and is used to get rid
of the origin as a special point relative to which other primitives are described.
It allows one to represent arbitrary affine subspaces (i.e. lines and planes float-
ing in space) as elements of direct computation.

The 4D homogeneous coordinates of a point q are a 3-vector ¢ that points
from the origin to the point, plus one extra coordinate, set to 1, that refers to
the w axis. A point can thus be denoted q = (¢ : 1). The 4D homogeneous
coordinates of an ordinary 3D vector are v = (¢ : 0). The 4-vectorsq = (aq: «)
where « is not 0 can be safely interpreted and used as points by introducing
normalization: q,, = (¢': 1). This is also the natural place to start applying the
Grassmann space interpretation of [7].

Plucker coordinates are the homogeneous coordinates of lines and planes
and they can be useful for intersection and relative orientation computations.
In the next section, we show that they are natural in the 4D GA context. Clas-
sically, they are rarely introduced geometrically, as a natural extension of ho-
mogeneous coordinates. Perhaps this is why they are used too little and are
underappreciated.

The Plucker coordinates of a line 1 through two points q; = (g1 : 1) and

a2 = (¢a: 1) are
1= (1 —@: O x@)=(0h —¢: (1 — =) X q1) (18)

So six coordinates, that can be grouped into two 3-vectors, represent a line as
illustrated in figure 3.

The Plucker coordinates of a plane are the normal vector 77 of the plane and
its scalar distance to the origin §:

p=i:0] (19)

We use square brackets to distinguish between the Plicker coordinates of points
and planes.

Geometric computations in this model are made using matrix vector multi-
plication, addition and subtraction of various objects, scalar multiplication, 3D
vector dot and cross product and special "Plicker products’. To do the Plucker
products we often have to take the coordinates apart into scalars and 3D vec-
tors, perform some computations on them, and then reassemble them into a
Plucker object again. When we multiply a 4 x4 affine transformation matrix M
with a 3-vector 7, this is shorthand for the ¢’-part of (¢ : 0) = M(¢': 0).



4.3.1 Rotation/translation

A point q is rotated/translated through multiplying it by a 4 x4 transformation
matrix M:
q' =Mq (20)

Such a simple product between the affine transformation matrix M and the
Pltcker coordinates of a line 1 does not exist. Although we could devise a new
type of 6x6 affine transformation matrix, here we separate the line into a point
and a direction, transform those, and reconstruct the line:

1= (@ : V) (21)
q= (§:1)=M@xi:1) (22)
I'=  (Mi:Mixq’) (23)

A plane p can not be multiplied directly with a transformation matrix M,
but it can be derived that if M contains only rotations and translation, then

p=MTp (24)

produces the transformed plane (M~ is the inverse of the transpose of M).

4.3.2 Line-plane intersection

Here we see the first good use of Plucker coordinates in our ray tracer. The
intersection pointq of alinel = (¢ : ¥) and aplane p = [ : 4] is
U X1+ 06U
q=(———:1) (25)
u-n

In practice, equations like this one are implemented using the Plicker coordi-
nates directly, without explicitly constructing the vectors 7, 4 and ¢. For this
purpose, special multiplication tables are available, such as in [10].

4.3.3 Line-sphere intersection

To compute the two intersection points q_ and q4 of alinel = (¢ : ¢) and
a sphere (given by its center point q; = (¢s : 1) and its scalar radius p), we
proceed as in 3D linear algebra. Only the computation of the point q. on the
line closest to the center of the sphere is done differently: first 1 is translated
over the vector ¢ = —g, such that the center of the sphere is at the origin. Then
the point on 1 closest to the center of the sphere closest can be computed:

L = (@ : %) = (@: T+ x1) (26)
qc = (Ut Ry 1) 27)
||

The rest of the computations are identical to those in the 3D LA model:

62 — (qc—qs)'Q(qc—qs) (28)

P
q+ = qc £ py/1 — 62 (29)
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Figure 3. The Plucker coordinates of a line in 4D LA and 4D GA. A directed
line 1 through two homogeneous points q; = (¢1 : 1) and g2 = (¢ : 1) can be
fully described by its Plicker coordinates (¢1 — @2 : ¢1 X ¢2). The vector ¢ — &
gives the direction of the line. The vector ¢; x ¢ encodes both the distance of
the line to the origin and the normal to the plane through the origin in which
both q; and g3 lie. In 4D GA, the single bivector q; A q- (illustrated by the grey
area) describes the entire line.

4.3.4 Reflection

—

To reflectalinel = (@ : ¥) ina plane p = [ : §], we first reflect the direction @
of the line
W ==20 -dn+d (30)

and then construct a new line from the intersection point q of 1 and p, and
the reflected direction @’. We have to explicitly compute q (using equation 25)
before we obtain a full representation of the reflected line.

435 Snell’s law

Snell’s law is handled using the same technique we used to reflect a line: we
take the line apart in an intersection point and a direction, then compute ev-
erything as we did in 3D LA, and construct a new line from those results.

4.4 4D homogeneous model using geometric algebra

In this section, we redo the previous section, this time using GA instead of
LA. We call this the 4D homogeneous model as opposed to 4D homogeneous
coordinates to denote that it naturally encompasses all geometric elements, not
just points. ([1b] pp. 63-65) gives more details on the homogeneous model
from a geometric algebra point of view.

Again we will use an extra basis vector representing the point at the origin.
But, following convention, we call it ey instead of w. As with any Euclidean

11



unit vector, ey - g = 1. The x, y and z axis are called e, e; and e3. Points are
defined as
a=7+eo (31)

where {7 is a Euclidean 3D vector that points from the origin to q. 3D vectors
by themselves are therefore represented by vectors with an e, component of
zero in the homogeneous model. 3D vectors can be added to points to produce
translated points.
To construct a line 1 from two points q; and g2, we simply wedge them
together forming a bivector:
l=q1 ANq (32)

If we choose the appropriate bivector basis for our 4D GA, the 6 coordinates of
1 are exactly the Plucker coordinates of the line. See figure 3 for an illustration.
A plane p is constructed by wedging three points together (i.e. q1, q2 and

qs):
P=d1AQ2/qs (33)

Again, with the appropriate trivector basis, the 4 coordinates of trivector p are
identical to the Plucker coordinates of the plane.

We often use that e - 1 and e - p retrieve the direction elements of a line or
plane, resulting in a purely Euclidean vector or bivector.

A linear transformation f (such as rotation, translation and projection) on
vectors can be naturally made to act on blades (i.e. lines and planes) by de-
manding

f(anb) = f(a)A f(b) (34)

for all vectors a and b. It is then called an outermorphism. If a transformation
is an outermorphism, we can construct an outermorphism operator for it. The
outermorphism operator is the matrix representation of the linear transforma-
tion. It can be used to transform any primitive (vector, point, line or plane).
A 4x4 matrix is used to transform points, a 6x6 matrix for lines, and another
4x4 matrix for planes. The 4x4 matrix used to transform points and vectors is
exactly the traditional 4 x4 transformation matrix that is used in homogeneous
coordinates. The construction of the outermorphism operator can be done nat-
urally in GA, applying definition 34.

To do our geometric computations in this section, we use the standard set of
GA products and operators as with 3D GA, plus the outermorphism operator.

4.4.1 Rotation/translation
Any primitive x can be rotated/translated applying outermorphism operator
M:

x' = Mx (35)
There is no need to split this operation into different cases (point, vector, line

or plane) as in the 4D LA model. Outermorphisms automatically handle each
case correctly.

12



4.4.2 Line-plane intersection
The intersection point q of a line 1 and a plane p is given by
q=p" -1 (36)

This is the standard primitive intersection equation in the homogeneous model.
For example, it can also be used to compute the intersection of two planes, or
even of two lines, given that dual (*) is computed with respect to the correct
(sub-) space as detailed in ([1b], pg. 65). In general the point q will not be
normalized; this can be enforced by dividing q by ey - q.

443 Line-sphere intersection

As in the 4D LA model, we proceed by first computing the closest point q.
on the line 1 to the sphere (given by its center point q, and its radius p). We
translate 1 over a vector t = q; — eg (assuming q is normalized) such that q,
is at the origin.

lL=1—tA(e-]) (37)
Note that t is a Euclidean vector and that in the 4D LA model we used the
notation ¢ for it. Here we use the t notation, since it is still a member of the
algebra because it was retrieved algebraically from q,. We retrieve the point
q. by projecting the origin onto the line and translating the result back to the
original frame:

qe = (eo - 1)1+t (38)
We can then proceed to compute the intersection points of the line and the
sphere g™ and g~ as explained in the section on 3D LA:

5721 _ (CIc — Qs )[;Q(CIC - qs) (39)
ar = qcEtpy/1-67(eo-1) (40)

4.4.4 Reflection

Unfortunately, the homogeneous model does not allow us to reflect an arbi-
trary line 1 in an arbitrary plane p directly in space. So we either have to con-
vert the technique used in the section on 4D LA to 4D GA, or we can translate 1
and p over a vector —t such that their intersection point q is at the origin. If the
intersection point is at the origin, we can compute the reflected line directly.
Once we have done that, we translate the reflected line to where it should be:

p*-l
7 & @1
t = q—e (42)
I, = 1—tA(e-1) (43)
pc = p—tA(ep) (44)
12 = ptlipt (45)
' = Li+tA(e-1) (46)

Note the simple equation we use to translate 1, p and 1} in equations 37, 43, 44
and 46. It works for points, lines and planes.
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445 Snell’s law

The use of geometric algebra in the homogeneous model does not allows us to
handle Snell’s law more elegantly. So we still have to separate the incoming
line 1 into its direction (u = eg - 1) and its intersection point with the plane p
(g = p* - 1), refract the direction as we did in section 4.2.5 where we used 3D
GA, and construct the new line.

4.5 5D conformal model using geometric algebra

In the 5D conformal model [5] (which was called double homogeneous model
in [1b]), two extra basis vectors are used, as opposed to one in the homoge-
neous model. One basis vector, eg, is used to represent the point at the origin,
and the other, e, is used to represent the point at infinity. These two basis
vectors are reciprocal null vectors, which means:

€ € =€y -€x = 0 47
e -ex = 1 (48)

Besides these two special basis vectors ey and e, there are three ordinary basis
vectors e, e; and eg that are equivalent to the traditional x, y and z axis.

This may seem a weird basis for a model of 3D Euclidean geometry, but you
will see everything turns out nicely. If we consider the role of the extra basis
vectors informally, we can motivate them as doing some extra administration
of properties of our geometric objects, such that we can do many important
geometric computations more easily.

Points are constructed as

R 1,
q=q+eo—§(q-®eoo (49)

where ¢'is a Euclidean 3D vector pointing from the origin to the location of the
point g.

Once we have defined our points, we don’t need the origin e, anymore and
can construct extended objects (including lines, planes, point pairs, circles and
spheres) by wedging the appropriate points together. To construct an object,
one simply wedges together the appropriate set of characteristic primitives that
is required to specify the object. E.g. a line 1 through the points q; and qs is
constructed as:

l=a1 Nqz Nex (50)

Note the difference with the 4D GA model (equation 32): here we must also
wedge e... A plane can be constructed by wedging three points plus infinity.
To construct a circle c through three points q;, q2 and g3 we construct the blade

c=q1 Aq2/\qs3 (51)

(so a line is actually a circle through infinity). If we now want to construct a
sphere s that contains the circle ¢ and a fourth point q4, we simply wedge them
together

S=CcAQa=q1 NQ2ANq3 N\ Qqq (52)
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Itis easy, straightforward and general to construct these objects. Since the outer
product is anti-symmetric, all objects are oriented. So the circle q; Aq2 Aqs has
the opposite orientation of q; AqsAqq, and the line q; Aqz Aes, has the opposite
direction of g2 A q1 A €.

Rotors, used to represent rotations, can be constructed as the geometric
product of vectors, or as exponents of bivectors. Since we have a point at infin-
ity, e, We can represent translations as 'rotations about infinity’. A translation
over the vector ¢ is represented by a translator

1.
T:1+§wwm=e?“m (53)

This unites translations and rotations into a single versor representation. So if
we first want to apply a translation represented by T, followed by a rotation
represented by R, we compute the geometric product, V.= RT. This V can
then be applied to any object. This is different from the 4D LA and 4D GA
models where translations and rotations can only be unified by using transfor-
mation matrices or the outermorphism operator.

45.1 Rotation/translation

As explained above, a sequence of rotations and translations can be repre-
sented by a single versor. Any primitive x can be translated and rotated at
the same time by applying the appropriate versor V:

x' =VxV~! (54)

If translation and rotation are outermorphisms in 4D GA, then of course they
are in 5D GA as well. So if we were to construct an outermorphism operator
M from the versor V, we could use

x' = Mx (55)

instead of equation 54.

45.2 Line-plane intersection

To compute the intersection point f of a line 1 and a plane p, we use the general
equation for intersecting subspaces:

f=p*-1 (56)

This construction (the inner product of one primitive and the dual of the other)
can be used to compute the intersection of any pair of primitives. Even when
the primitives do not intersect, the product will give a geometrically sensible
answer that describes their incidence relationship.

Because the line and the plane intersect each other both at a point q and at
infinity, f is a grade 2 object, a so-called flat point. This means that f is of the
form

f=qAey (57)
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Although it is often possible to continue computations directly with f, some-
times one would like to extract g from f. Formally we can use the following
for that purpose:

s* = eg-f (58)

q = s'ey st (59)

@ = — (60)
€x ' q

In equation 58, we first construct the dual of a sphere s* with center point
q, through an arbitrary point (eq in this case). In equation 59, we reflect the
point at infinity in the sphere to find its center point q. In the next equation
we normalize the point. In our ray tracer implementation however, q is more
efficiently extracted from f by manipulating coordinates directly.

4.5.3 Line-sphere intersection

A line 1 and a sphere s intersect each other in a point pair or 1D circle. Comput-
ing this point pair r is similar to computing the intersection point of a line and
a plane:

r=s"-1 (61)

We can check to see if the line and the sphere actually intersect by computing
the radius p* of the 1D circle:

pt=— (62)

If p* is positive, the line and the sphere intersect. If p* is negative the line and
the sphere don’t intersect. If we need to, we can recover the two individual
intersection points q_ and q fromr = q_ A g4 using this equation:

_ +yr-r—+r

€5 ' I

q+ (63)

45.4 Reflection

Reflecting a line 1in a plane p is done as follows:

I'=plp™* (64)
This equation give us a direct answer even though p and 1 can be located any-
where in 3D space; we don’t need to compute the intersection point of the line
and the plane explicitly as we had to in the other models.
455 Snell’s law

Implementing Snell’s law is quite straightforward in the conformal model.
Given a line 1, a plane p, and refractive index 7, we first compute a 'normal’
line 1,,. This line 1,, is orthogonal to p, and runs through the intersection point

of 1 and p:
p -1 )
1, = : 65
(erer w0 ?) (©)
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The refracted line is then computed as follows:

I'= (Slgn(l ’ ln)\/l - 772 + (l : ln)2n2 - (1 ’ ln)ﬂ) 1, +nl (66)

Compare this to equation 12, a similar formula that merely computes the direc-
tional aspect, while here we work directly with lines in space.

5 Implementation and Performance

The ray tracers were implemented starting with the 5D GA model, simply be-
cause the authors were most curious about its performance. All other imple-
mentations were derived from that. We did not try to optimize any implemen-
tation to the extreme. Instead we applied equal effort to each implementation
to attempt to make a fair comparison of their performance.

5.1 Linear algebra implementation

The 3D and 4D linear algebra classes were implemented in an object oriented
manner, taking efficiency into consideration. They do not use floating point
SIMD instructions. Parts of the 4D Plucker coordinates code was taken directly
from code generated by Gaigen, our own C++ GA package. But that code could
just as easily have been copied from a textbook on projective geometry such as
[10].

5.2 Geometric algebra implementation

The models that use geometric algebra were implemented using our own Gaigen.
To the best of the authors knowledge, Gaigen is the most efficient geometric al-
gebra implementation that is currently publicly available (at [3]).

Gaigen [2] is a program that can generate optimized C++ implementations
of specific geometric algebras according to the user’s specifications. It is the au-
thors’ first attempt at implementing GA efficiently. GA seems so general that
it is very hard to write a single efficient implementation (e.g. a C++ template
class) that implements every specific GA?. So what Gaigen can do is generate
C++ source code for a specific GA for a specific application. Using Gaigen’s
user interface, the user specifies the properties of the GA required for the ap-
plication at hand, and clicks a single button to generate the source code that
implements that specific algebra. The properties of the algebra are things like
name, dimensionality, signature, which products are required, which functions
are required, optimizations, and how coordinates are stored.

Besides automatically generated code, another key idea behind Gaigen’s
efficiency is that it tracks the grade part usage of multivectors. Most objects
we use in GA occupy only certain grade parts (a vector is always of grade 1,
bivector is always of grade 2). Since grade part usage is known, Gaigen doesn’t
have to store the coordinates of ’'empty’ grade parts. This saves memory and

2 Although http://jaap.flipcode.com/ga reports about such a GA implementation, using a tech-
nique called meta programming. This implementation is more efficient than Gaigen, but at the time
of writing it was not mature enough to use it for the ray tracer benchmarks.
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computation time, because no time is spent multiplying and adding values
which are equal to zero anyway.

For even more efficiency, Gaigen allows you to add optimizations for spe-
cific products of specific objects. Imagine that the inner product of a 3-blade
and a 2-blade is used 50% of the time in your application, you simply tell
Gaigen to implement that product efficiently and regenerate the source code.
To assist you in this optimization process, Gaigen can profile the application at
run time and report which products should be optimized. This report can be
read back into Gaigen’s Ul for automatic optimizations.

5.3 Performance

In figure 4 we present the benchmark results for each implementation of each
model. There are two columns containing rendering times, one with and one
without time spent on line-BSP intersection computations. This is because the
full rendering time is dominated by computation of the intersection point of
lines and polygonal models (stored in BSP trees). We wrote a ray tracer, be-
cause we wanted to benchmark a good mix of geometric computations. But it
turned out that the application computes line-BSP tree intersections most of the
time, which makes use of only a few types of geometric computations. Thus
we decided to add an (optional) pre-processing phase to the ray tracer. For
every pixel, it traces the spawned ray(s) through the scene, and stores partial
information about it in a data structure. The partial information only states
what face of what model every ray intersects first. The actual rendering phase
uses this information, and thus we can measure the rendering time in isolation
from the time spent on BSP computations. Being able to isolate the combina-
torics of the intersection computations from the rest of the application, gets us
two application benchmarks for the price of one. One application, the full ray
tracing algorithm, spends its time mainly on line-BSP tree intersection tests.
The other application performs a mix of all kinds of geometric computations.

As you can see in the table, there’s quite a difference between the two sets
of benchmarks. Thus you should interpret these benchmarks as an indication
of the relative performance of the models. The precise performance figures will
vary from implementation to implementation, from platform to platform, from
algorithm to algorithm.

6 Discussion, conclusion and future work

6.1 Discussion

Let us start with the conformal model. It is the clear winner in the elegance
contest. All geometric primitives are directly represented using elements of
the algebra. All geometric computations have been reduced to very elementary
equations. In section 4.5.3 we showed that the conformal model allows us to
use circles and spheres as direct elements of computation and we expect that
this will have many advantages in other applications. A slight blemish are
the two less elementary equations 58 and 63, which are used to extract points
from bivectors. It may turn out that methods will be found to avoid these
computations most of the time, but this is still an open issue.

18



model | implementation | full rendering | rendering time | executable | run time
time w.0. BSP size memory usage
3D LA | standard 1.00x(23.3s) 1.00%(0.99s) 52KB 6.2MB
3D GA | Gaigen 2.56% 1.86x 64KB 6.7MB
4D LA | standard 1.05x 1.22x 56KB 6.4MB
4D GA | Gaigen 2.97x% 2.62x 72KB 7.7MB
5D GA | Gaigen 5.71x 4.58x 100KB 9.9MB

Figure 4. Performance benchmarks run on a Pentium Il 700 MHz notebook,
with 256 MB memory, running Windows 2000. Programs were compiled using
Visual C++ 6.0. All support libraries, such as fltk, libpng and libz were linked
dynamically to get the executable size as small as possible. Run time memory
usage was measured using the task manager.

Performance-wise, the conformal model is the big loser, being about 5x
slower than the most efficient models, and about 2x slower than the other GA
methods. This is partly due to some areas where Gaigen can be improved,
and partly due to the model itself, which in some cases simply uses more com-
putations or coordinates to do the same thing. Still, we are representing 3D
geometry in a 5D space, of which the geometric algebra requires a 2° = 32 di-
mensional basis. Linear operations in that space would be 32 x 32 matrices that
can also be performed in the 3D LA model using 3 x 3 matrices. Compared to
the expected loss of efficiency of 22X32 — 110x, achieving 5x is not too bad.
We are currently investigating methods to improve the performance of Gaigen
in general and the conformal model specifically, which could be implemented
in the next version of Gaigen. These include better data structures, coordinate
usage tracking at the sub grade level and automatic simplicatication of expres-
sions at the symbolical and coordinate levels. Single instruction multiple data
(SIMD) instruction sets better fitted for the conformal model are also a possib-
lity, but it will probably be a while before general purpose CPUs are designed
for doing geometric algebra efficiently.

By contrast, let us consider the most basic models, 3D LA and 3D GA. Judg-
ing by the equations alone, we see that in this particular application, 3D GA of-
fers no great advantages over 3D LA. Sure, reflection equation 17 is nicer than
10, we can use and construct rotors (i.e. quaternions) more naturally, derive
some equations more easily, but that’s about it. However, some definite advan-
tages will become obvious once one gets more familiar with GA. As discussed
in [6], both the 3D LA and 4D LA models use the same vectors to represent
a lot of different objects (directions, points, normal vectors, etc). The subtle
differences in the way these vectors add and transform can lead to mysteri-
ous problems and hard to trace bugs. Switching to GA automatically resolves
many of these problems. The grade mechanism of GA that allows for higher
dimensional subspaces as direct elements of computation, lets us to make a
distinction between objects that would otherwise appear the same, but act dif-
ferently. A subjective advantage of GA that can not be uncovered by looking
at the equations alone is the better understanding one might gain of geometry
after learning GA. The authors benefited from this even while implementing
the 3D LA and 4D LA models, for example in the derivation of equation 12 and
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the use of Plucker coordinates.

When we look at the performance of the 3D models, we see that the 3D GA
model using Gaigen is currently about 2x slower than 3D LA. There is no fun-
damental reason why this should be so; virtually the same computations are
made in both GA and LA in the 3D models. The main cause for the lower per-
formance of GA is the Gaigen’s soft typing of the geometric algebra objects at
compile-time: all types of objects (scalars, vectors, bivectors, trivectors, rotors
and so on) are represented by a single data type in Gaigen. When a product or
operation has to be computed, Gaigen first checks the grade usage of the argu-
ment(s) and then acts accordingly. This conditional step between function call
and actual computation is largely responsible for the drop in performance. Ex-
perimental benchmarks suggest a raw performance increase between 5x and
10x is possible when GA objects are strongly typed at compile time.

The increase of elegance due to using GA instead of LA in the 4D homoge-
neous model is most obvious in the construction of primitives, the use of the
outermorphism for rotation/translation and the general intersection equation.
Note that some of these improvements (like the outermorphism) could be used
(and probably are used by some) in the 4D LA model. But due to the difficulty
in understanding the 4D LA model such techniques are not as widespread as
they should be. By studying GA one can add these techniques to the 4D LA
model, in essence incorporating more of geometric algebra into the traditional
model, which already contains elements that do not strictly belong there, like
Plucker coordinates and quaternions. Unfortunately, due to deficiencies in the
homogeneous model itself, other geometric computations, like reflection, are
even more awkward to implement than in the 3D models. Most of these prob-
lems are resolved by the conformal model.

Performance of the 4D homogeneous model drops by a factor of about 3
due to Gaigen, but as said above, future GA implementations should reduce
this to a small performance penalty, presumably less than 1.5x.

6.2 Conclusion

What can we conclude about this comparison? Mostly, that there is a sliding
scale with performance on the one side and elegance on the other. For now,
the traditional models (3D LA and 4D LA) remain most efficient and should be
used in time critical applications.

For all other applications, like experiments, prototypes, one-time off-line
tools and so on, we would like to recommend the elegant conformal model as
the weapon of choice to tackle geometric problems. However, the conformal
models isn’t fully mature yet, although we don’t expect this to take more than
a couple of years. Currently there are no books, and few practical papers that
describe the conformal model, but we and others are exploring the conformal
model, theoretically, practically and educationally, to make it usable for the
computer science community. So we recommend to study the conformal model
now, keep an eye on developments, and possibly reap the benefits of that study
in the near future.

In between these extremes of elegance and performance, the 3D and 4D GA
models are useful for study, experimentation, improved insight into geometry;,
and implementation of more advanced geometric problems. Just because we
saw no great improvement in elegance of the 3D model in this particular ray
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tracing application, doesn’t mean that other applications won’t benefit from
GA. The 4D GA model is especially useful in practice. It offers a more natural
path towards understanding Plicker coordinates and projective geometry, and
is a good source of new techniques and even code. In our implementation of
the 4D LA model, we even directly copied code (fault free and automatically
generated by Gaigen) from the 4D GA implementation to the 4D LA imple-
mentation. For application programmers, that may be the place of GA in their
suite of techniques: to generate better LA code. But we expect that many will
eventually program directly in GA.
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A Derivation of 3D GA refraction equation

As promised, here we use 3D GA to derive equation 12. The interested reader
might compare this with [4], which contains 2 two 3D LA derivations of the
same equation. u is the direction of the incoming ray, n is the dual of the
bivector p representing the plane, i.e. the normal vector. n = Z—; is a constant
depending on the speed of light in both media. We want to compute u’, the
direction of the outgoing ray. In 3D GA, Snell’s law can be fully specified by
this set of equations:

uAn = npuAn (67)
u? = u® (68)
sign(u’-n) = sign(u-n) (69)

Equation 67 states that u, u’ and n must all lie in the same plane, while the sizes
of both bivectors are related by the constant 5. Equation 68 simply states that
the lengths of v’ and u must be equal, while equation 69 states that u’ and u
must both have the same heading with respect to n. We would like to extract
u’ from equation 67. The fact that the sum of the inner and outer product of u’
and n is equal to their geometric product

un=u-n+u An (70)

suggests that, if we were able to express u’ - n without using u’, we could add
u’-n to the LHS of to equation 67, divide ([1a], pg. 30) by n, and get the answer.
To find an expression for u’ - n, we note that

n2u® = nu

= (m-u'+nnAu))  -n+n(uAn))
= (u'-n)? —p@ -u)(uAn)+n - u)(uAn) —n*(uAn)?
/. 1’1)2 _ ,'72(11/\ n)2

2 = nu'un

= (u

From this and equation 69 it follows that

u’ - n = sign(u-n)y/n2u2 + n2(u A n)2 (71)

If we now add equation 71 to equation 67 we get:

W An+u -n=nuAn+sign(u-n)y/n2u? + 72(u A n)? (72)

If we compare the LHS of this equation to the RHS of equation 70, we see that
it is the (invertible) geometric product of u’ and n, so we divide by n and are
done:

,  nmuAn-+sign(u-n)y/n?u? + n2(u A n)?
u =

(73)
n
If both n and u have unit length we can simplify this to
u = pluAn)n+ (Sign(u ‘n)y/1+n2(uA n)2> n (74)
= nu-+ (Sign(u-n) 1+ n?(uAn)? —nu~n>n (75)
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The last step that remains to derive 3D LA equation 12 is apply the fact

(uAn)?=(u-n)?-1 (76)

This is true because the magnitude of (u A n)? is equal to minus the square of
the cosine of the angle between u and n, and the magnitude of (u - n)? is equal
to the square of sine of the angle between u and n.

B What is available online

To accompany this paper we have constructed a web page [3] containing the
following:

a total of nine implementations of the ray tracing algorithm,
ray tracing algorithm specification,

more detailed benchmarks, comparing Gaigen to CLU, another C++ pack-
age,

two tables summarizing all equations used in this paper,
tutorials,

Gaigen: a Geometric Algebra Implementation Generator. Papers, docu-
mentation and software

links to other GA software and resources.
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