
LECTURE 10
Characteristic classes

At this point we know that, for an elliptic differential operator of order d,

P : Γ(E)→ Γ(F )

its analytical index

Index(P ) = dim(Ker(P ))− dim(Coker(P ))

is well-defined (finite) and only depends on the principal symbol

σd(P ) : π∗E → π∗F

(where π : T ∗M → M is the projection). The Atiyah-Singer index theorem
gives a precise formula for Index(P ) in terms of topological data associated to
σd(P ),

Index(P ) = (−1)n
∫

TM
ch(σd(P ))Td(TM ⊗ C).

The right hand side, usually called the topological index, will be explained in
the next two lectures. On short, the two terms “ch” and “Td” are particular
characteristic classes associated to vector bundles. So our aim is to give a short
introduction into the theory of characteristic classes.

The idea is to associate to vector bundles E over a manifold M certain
algebraic invariants which are cohomology classes in H ∗(M) which “measure
how non-trivial E is”, and which can distinguish non-isomorphic vector bundles.
There are various approaches possible. Here we will present the geometric one,
which is probably also the simplest, based on the notion of connection and
curvature. The price to pay is that we need to stay in the context of smooth
manifolds, but that is enough for our purposes.

Conventions: Although our main interest is on complex vector bundles,
for the theory of characteristic classes it does not make a difference (for a large
part of the theory) whether we work with complex or real vector bundles. So,
we will fix a generic ground field F (which is either R or C) and, unless a clear
specification is made, by vector bundle we will mean a vector bundle over the
generic field F.

Accordingly, when referring to C∞(M), TM , Ωp(M), X (M), H∗(M) with-
out further specifications, we mean in this lecture the versions which take into
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162 BAN-CRAINIC, ANALYSIS ON MANIFOLDS

account F; i.e., when F = C, then they denote the algebra of C-valued smooth
functions on M , the complexification of the real tangent bundle, complex-valued
forms, complex vector fields (sections of the complexified real tangent bundle),
DeRham cohomology with coefficients in C. Also, when referring to linearity
(of a map), we mean linearity over F.

10.1. Connections

Throughout this section E is a vector bundle over a manifold M . Unlike the case
of smooth functions on manifolds (which are sections of the trivial line bundle!),
there is no canonical way of taking derivatives of sections of (an arbitrary) E
along vector fields. That is where connections come in.

Definition 10.1.1. A connection on E is a bilinear map ∇
X (M)× Γ(E)→ Γ(E), (X, s) 7→ ∇X(s),

satisfying

∇fX(s) = f∇X(s), ∇X(fs) = f∇X(s) + LX(f)s,

for all f ∈ C∞(M), X ∈ X (M), s ∈ Γ(E).

Remark 10.1.2. In the case when E is trivial, with trivialization frame

e = {e1, . . . , er},
giving a connection on E is the same thing as giving an r by r matrix whose
entries are 1-forms on M :

ω := (ωji )i,j ∈Mr(Ω
1(U)).

Given ∇, ω is define by

∇UX(ei) =

r∑

j=1

ωji (X)ej .

Conversely, for any matrix ω, one has a unique connection ∇ on E for which
the previous formula holds: this follows from the Leibniz identity.

Remark 10.1.3. Connections are local in the sense that, for a connection ∇
and x ∈M ,

∇X(s)(x) = 0

for any X ∈ X (M), s ∈ Γ(E) such that X = 0 or s = 0 in a neighborhood U of
x. This can be checked directly, or can be derived from the remark that ∇ is a
differential operator of order one in X and of order zero in f .

Locality implies that, for U ⊂M open, ∇ induces a connection ∇U on the
vector bundle E|U over U , uniquely determined by the condition

∇X(s)|U = ∇UX|U
(sU ).

Choosing U the domain of a trivialization of E, with corresponding local frame
e = {e1, . . . , er}, the previous remark shows that, over U , ∇ is uniquely deter-
mined by a matrix

θ := (θji )i,j ∈Mr(Ω
1(U)).
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This matrix is called the connection matrix of ∇ over U , with respect to the
local frame e (hence a more appropriate notation would be θ(∇, U, e)).
Proposition 10.1.4. Any vector bundle E admits a connection.

Proof Start with a partition of unity ηi subordinated to an open cover {Ui}
such that E|Ui

is trivializable. On each E|Ui
we consider a connection ∇i (e.g.,

in the previous remark consider the zero matrix). Define ∇ by

∇X(s) :=
∑

i

∇X|Ui
)(ηis).

�

Next, we point out s slightly different way of looking at connections, in terms
of differential forms on M . Recall that the elements ω ∈ Ωp(M) (p-forms) can
be written locally, with respect to coordinates (x1, . . . , xn) in M , as

(10.1) ω =
∑

i1,...,ip

f i1,...,ipdxi1 . . . dxip ,

with f i1,...,ip-smooth functions while globally, they are the same thing as C∞(M)-
multilinear, antisymmetric maps

ω : X (M)× . . .×X (M)︸ ︷︷ ︸
p times

→ C∞(M),

where X (M) is the space of vector fields on M .
Similarly, for a vector bundle E over M , we define the space of E-valued

p-differential forms on M

Ωp(M ;E) = Γ(ΛpT ∗M ⊗E).

As before, its elements can be written locally, with respect to coordinates
(x1, . . . , xn) in M ,

(10.2) η =
∑

i1,...,ip

dxi1 . . . dxip ⊗ ei1,...,ip .

with ei1,...,ip local sections of E. Using also a local frame e = {e1, . . . , er} for
E, we obtain expressions of type

∑

i1,...,ip,i

f
i1,...,ip
i dxi1 . . . dxip ⊗ ei.

Globally, such an η is a C∞(M)-multilinear antisymmetric maps

ω : X (M) × . . . ×X (M)︸ ︷︷ ︸
p times

→ Γ(E).

Recall also that

Ω(M) =
⊕

p

Ωp(M)
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is an algebra with respect to the wedge product: given ω ∈ Ωp(M), η ∈ Ωq(M),
their wedge product ω ∧ η ∈ Ωp+q(M), also denoted ωη, is given by
(10.3)

(ω∧η)(X1, . . . , Xp+q) =
∑

σ

sign(σ)ω(Xσ(1) , . . . , Xσ(p))·η(Xσ(p+1), . . . , Xσ(p+q)),

where the sum is over all (p, q)-shuffles σ, i.e. all permutations σ with σ(1) <
. . . < σ(p) and σ(p + 1) < . . . < σ(p + q). Although this formula no longer
makes sense when ω and η are both E-valued differential forms, it does make
sense when one of them is E-valued and the other one is a usual form. The
resulting operation makes

Ω(M,E) =
⊕

p

Ωp(M,E)

into a (left and right) module over Ω(M). Keeping in mind the fact that the
spaces Ω are graded (i.e are direct sums indexed by integers) and the fact that
the wedge products involved are compatible with the grading (i.e. Ωp ∧ Ωq ⊂
Ωp+q), we say that Ω(M) is a graded algebra and Ω(M,E) is a graded bimodule
over Ω(M). As for the usual wedge product of forms, the left and right actions
are related by1

ω ∧ η = (−1)pqη ∧ ω ∀ ω ∈ Ωp(M), η ∈ Ωq(M,E).

In what follows we will be mainly using the left action.
Finally, recall that Ω(M) also comes with DeRham differential d, which

increases the degree by one, satisfies the Leibniz identity

d(ω ∧ η) = d(ω) ∧ η + (−1)|ω|ω ∧ d(η),

where |ω| is the degree of ω2, and is a differential (i.e. d ◦ d = 0). We say that
(Ω(M) is a DGA (differential graded algebra). However, in the case of Ω(M,E)
there is no analogue of the DeRham operator.

Proposition 10.1.5. Given a vector bundle E over M , a connection ∇ on E
induces a linear operator which increases the degree by one,

d∇ : Ω•(M,E)→ Ω•+1(M,E)

which satisfies the Leibniz identity

d∇(ω ∧ η) = d(ω) ∧ η + (−1)|ω|ω ∧ d∇(η)

for all ω ∈ Ω(M), η ∈ Ω(M,E). The operator ∇ is uniquely determined by
these conditions and

d∇(s)(X) = ∇X(s)

for all s ∈ Ω0(M,E) = Γ(E), X ∈ X (M).
Moreover, the correspondence ∇ ↔ d∇ is a bijection between connections

on E and operators d∇ as above.

1Important: this is the first manifestation of what is known as the “graded sign rule”: in
an formula that involves graded elements, if two elements a and b of degrees p and q are
interchanged, then the sign (−1)pq is introduced
2Note: the sign in the formula agrees with the graded sign rule: we interchange d which has
degree 1 and ω
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Instead of giving a formal proof (which is completely analogous to the proof
of the basic properties of the DeRham differential), let us point out the explicit
formulas for d∇, both global and local. The global one is completely similar to
the global description of the DeRham differential- the so called Koszul formula:
for ω ∈ Ωp(M), dω ∈ Ωp+1(M) is given by

d(η)(X1, . . . , Xp+1) =
∑

i<j

(−1)i+jη([Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . Xp+1))

+

p+1∑

i=1

(−1)i+1LXi
(η(X1, . . . , X̂i, . . . , Xp+1)).(10.4)

Replacing the Lie derivatives LXi
by ∇Xi

, the same formula makes sense for
η ∈ Ω(M,E); the outcome is precisely d∇(η) ∈ Ωp+1(M,E). For the local de-
scription we fix coordinates (x1, . . . , xn) in M and a local frame e = {e1, . . . , er}
for E. We have to look at elements of form (10.2). The Leibniz rule for d∇
implies that

d∇(η) =
∑

i1,...,ip

(−1)pdxi1 . . . dxip ⊗ d∇(ei1,...,ip)

hence it suffices to describe d∇ on sections of E. The same Leibniz formula
implies that it suffices to describe d∇ on the frame e. Unraveling the last
equation in the proposition, we find

(10.5) d∇(ei) =

r∑

j=1

ωji ej ,

where θ = (θij)i,j is the connection matrix of ∇ with respect to e.

Exercise 10.1.6. Let ∇ be a connection on E, X ∈ X (M), s ∈ Γ(E), x ∈M
and γ : (−ε, ε) → M a curve with γ(0) = x, γ ′(0) = Xx. Show that if Xx = 0
or s = 0 along γ, then

∇X(s)(x) = 0.

Deduce that, for any Xx ∈ TxM and any section s defined around x, it makes
sense to talk about ∇Xx(s)(x) ∈ Ex.

10.2. Curvature

Recall that, for the standard Lie derivatives of functions along vector fields,

L[X,Y ] = LXLY (f)− LY LX(f).

Of course, this can be seen just as the definition of the Lie bracket [X,Y ]
of vector fields but, even so, it still says something: the right hand side is a
derivation on f (i.e., indeed, it comes from a vector field). The similar formula
for connections fails dramatically (i.e. there are few vector bundles which admit
a connection for which the analogue of this formula holds). The failure is
measured by the curvature of the connection.
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Proposition 10.2.1. For any connection ∇, the expression

(10.6) k∇(X,Y )s = ∇X∇Y (s)−∇Y∇X(s)−∇[X,Y ](s),

is C∞(M)-linear in the entries X,Y ∈ X (M), s ∈ Γ(E). Hence it defines an
element

k∇ ∈ Γ(Λ2T ∗M ⊗End(E)) = Ω2(M ;End(E)),

called the curvature of ∇.

Proof It follows from the properties of ∇. For instance, we have

∇X∇Y (fs) = ∇X(f∇Y (s) + LY (f)s)

= f∇X∇Y (s) + LX(f)∇Y (s) + LX(f)∇Y (s) + LXLY (f)s,

and the similar formula for ∇X∇Y (fs), while

∇[X,Y ](fs) = f∇[X,Y ](s) + L[X,Y ](f)s.

Hence, using L[X,Y ] = LXLY − LY LX , we deduce that

k∇(X,Y )(fs) = fk∇(X,Y )(s),

and similarly the others. �

Remark 10.2.2. One can express the curvature locally, with respect to a local
frame e = {e1, . . . , er} of E over an open U , as

k∇(X,Y )ei =

r∑

j=1

kji (X,Y )ej ,

where kji (X,Y ) ∈ C∞(U) are smooth functions on U depending on X,Y ∈
X (M). The previous proposition implies that each kji is a differential form (of
degree two). Hence k∇ is locally determined by a matrix

k = (kji )i,j ∈Mn(Ω2(U)),

called the curvature matrix of ∇ over U , with respect to the local frame e. Of
course, we should be able to compute k in terms of the connection matrix θ.
This will be done as bit later.

There is another interpretation of the curvature, in terms of forms with
values in E. While ∇ defines the operator d∇ which is a generalization of the
DeRham operator d, it is very rarely that it squares to zero (as d does). Again,
k∇ measure this failure. To explain this, we first look more closely to elements

K ∈ Ωp(M,End(E)).

The wedge product formula (10.3) has a version when ω = K and η ∈ Ωq(M,E):

(K∧η)(X1, . . . , Xp+q) =
∑

σ

sign(σ)K(Xσ(1) , . . . , Xσ(p))(η(Xσ(p+1) , . . . , Xσ(p+q))),

Any such K induces a linear map

K̂ : Ω•(M,E)→ Ω•+p(M,E), K̂(η) = K ∧ η.
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For the later use not also that the same formula for the wedge product has
an obvious version also when applied to elements K ∈ Ωp(M,End(E)) and
K ′ ∈ Ωq(M,End(E)), giving rise to operations

(10.7) ∧ : Ωp(M,End(E)) × Ωq(M,End(E)) → Ωp+q(M,End(E))

which make Ω(M,End(E)) into a (graded) algebra.

Exercise 10.2.3. Show that K̂ is an endomorphism of the graded (left) Ω(M)-
module Ω(M,E) i.e., according to the graded sign rule (see the previous foot-
notes):

K̂(ω ∧ η) = (−1)pqω ∧K(η),

for all ω ∈ Ωq(M).

Moreover, the correspondence K 7→ K̂ defines a bijection

Ωp(M,End(E)) ∼= EndpΩ(M)(Ω(M,E))

between Ωp(M,End(E)) and the space of all endomorphisms of the graded
(left) Ω(M)-module Ω(M,E) which rise the degree by p.

Finally, via this bijection, the wedge operation (10.7) becomes the compo-
sition of operators, i.e.

K̂ ∧K ′ = K̂ ◦ K̂ ′

for all K,K ′ ∈ Ω(M,End(E)).

Due to the previous exercise, we will tacitly identify the element K with
the induced operator mK . For curvature of connections we have

Proposition 10.2.4. If ∇ is a connection on E, then

d2
∇ = d∇ ◦ d∇ : Ω•(M,E)→ Ω•+2(M,E)

is given by
d2
∇(η) = k∇ ∧ η

for all η ∈ Ω∗(M ;E), and this determines k∇ uniquely.

Proof Firs of all, d∇ is Ω(M)-linear: for ω ∈ Ωp(M) and η ∈ Ωp(M,E),

d2
∇(ω ∧ η) = d∇(d(ω) ∧ η + (−1)pω ∧ d∇(η)

= [d2(ω) ∧ η + (−1)p+1d(ω) ∧ d∇(η)] + (−1)p[d(ω) ∧ d∇(η) + (−1)pω ∧ d2
∇(η)

= ω ∧ d∇(η).

Hence, by the previous exercise, it comes from multiplication by an element
k ∈ Ω2(M). Using the explicit Koszul-formula for d∇ to compute d2

∇ on Γ(E),
we see that d2

∇(s) = k∇ ∧ s for all s ∈ Γ(E). We deduce that k = k∇. �

Exercise 10.2.5. Let θ and k be the connection and curvature matrices of ∇
with respect to a local frame e. Using the local formula (10.5) for d∇ and the
previous interpretation of the curvature, show that

kji = dθji −
∑

k

θki ∧ θjk,

or, in a more compact form,

(10.8) k = dθ − θ ∧ θ .
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10.3. Characteristic classes

The local construction of characteristic classes is obtained by gluing together
expressions built out of connection matrices associated to a connection. Hence
it is important to understand how connection matrices change when the frame
is changed.

Lemma 10.3.1. Let ∇ be a connection on E. Let e = {e1, . . . , er} be a local
frame of E over an open U and let θ and k be the associated connection matrix
and curvature matrix, respectively. Let e′ = {e′1, . . . , e′r} be another local frame
of E over some open U ′ and let θ′ and k′ be the associated connection and
curvature matrix of ∇. Let

g = (gji ) ∈Mn(C∞(U ∩ U ′))

be the matrix of coordinate changes from e to e′, i.e. defined by:

e
′
i =

r∑

j=1

gji ej

over U ∩ U ′. Then, on U ∩ U ′,

θ′ = (dg)g−1 + gθg−1.

k′ = gkg−1.

Proof Using formula (10.5 ) for d∇ we have:

d∇(e′i) = d∇(
∑

l

gliel)

=
∑

l

d(gli)el +
∑

l,m

gliθ
m
l em,

where for the last equality we have used the Leibniz rule and the formulas
defining θ. Using the inverse matrix g−1 = (gij)i,j we change back from the

frame e to e′ by ej =
∑

i g
i
jωi and we obtain

d∇(e′i) =
∑

l,j

d(gli)g
j
l e

′
j +

∑

l,m,j

gliθ
m
l g

j
me

′
j .

Hence

(θ′)ji =
∑

l

d(gli)g
j
l +

∑

l,m

gliθ
m
l g

j
m,

i.e. the first formula in the statement. To prove the second equation, we will
use the formula (refinvariance) which expresses k in terms of θ. We have

dθ′ = d(dg · g−1 + gθg−1) = −dgd(g−1) + d(g)θg−1 + gd(θ)g−1 − gθd(g−1).

For θ′ ∧ θ′ we find

dgg−1 ∧ d(g)g−1 + dgg−1 ∧ gθg−1 + gθg−1 ∧ dgg−1 + gθg−1 ∧ gθg−1.

Since

g−1dg = d(g−1g)− d(g−1)g = −d(g−1)g,
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the expression above equals to

−dgd(g−1) + d(g)θg−1 − gθd(g−1) + gωωg−1.

Comparing with the expression for dθ ′, we find

k′ = dθ′ − θ′ ∧ θ′ = g(dθ − θ ∧ θ)g−1 = gkg−1.

�

Since the curvature matrix stays the same “up to conjugation”, it follows
that any expression that is invariant under conjugation will produce a globally
defined form on M . The simplest such expression is obtained by applying the
trace:

Tr(k) =
∑

i

kii ∈ Ω2(U).

Indeed, it follows immediately that, if k ′ corresponds to another local frame e′

over U ′, then Tr(k) = Tr(k′) on the overlap U ∩U ′. Hence all these pieces glue
to a global 2-form on M :

Tr(k∇) ∈ Ω2(M).

As we will see later, this form is closed, and the induced cohomology class in
H2(M) does not depend on the choice of the connection (and this will be, up
to a constant, the first Chern class of E). More generally, one can use other
“invariant polynomials” instead of the trace. We recall that we are working
over the field F ∈ {R,C}.
Definition 10.3.2. We denote by Ir(F) the space of all functions

P : Mr(F)→ F

which are polynomial (in the sense that P (A) is a polynomial in the entries of
A), and which are invariant under the conjugation, i.e.

P (gAg−1) = P (A)

for all A ∈Mr(F), g ∈ Glr(F).

Note that Ir(F) is an algebra (the product of two invariant polynomials is
invariant).

Example 10.3.3. For each p ≥ 0,

Σp : Mr(F)→ F, Σp(A) = Tr(Ap)

is invariant. One can actually show that the elements with 0 ≤ p ≤ r generate
the entire algebra Ir(F): any P ∈ Ir(F) is a polynomial combination of the
Σp’s. Even more, one has an isomorphism of algebras

Ir(F) = F[Σ0,Σ1, . . . ,Σp].

Example 10.3.4. Another set of generators are obtained using the polynomial
functions

σp : Mr(F)→ F
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defined by the equation

det(I + tA) =

r∑

p=0

σp(A)tp.

For instance, σ1 = Σ1 is just the trace while σp(A) = det(A). One can also
prove that

Ir(F) = F[σ0, σ1, . . . , σp].

Remark 10.3.5. But probably the best way to think about the invariant
polynomials is by interpreting them as symmetric polynomials, over the base
field F, in r variables x1, . . .xr which play the role of the eigenvalues of a generic
matrix A. More precisely, one has an isomorphism of algebras

Ir(F) ∼= SymF[x1, . . . , xr]

which associates to a symmetric polynomial S the invariant function (still de-
noted by S) given by

S(A) = S(x1(A), . . . , xr(A)),

where xi(A) are the eigenvalues of A. Conversely, any P ∈ Ir(F) can be viewed
as a symmetric polynomial by evaluating it on diagonal matrices:

P (x1, . . . , xr) := P (diag(x1, . . . , xr)).

For instance, via this bijection, the Σp’s correspond to the polynomials

Σp(x1, . . . , xr) =
∑

i

(xi)
p,

while the σp’s correspond to

σp(x1, . . . , xr) =
∑

i1<...<ip

xi1 . . . xip ,

With this it is now easier to express the Σ’s in term of the σ’s and the other
way around (using “Newton’s formulas”: Σ1 = σ1, Σ2 = (σ1)2 − 2σ2, Σ3 =
(σ1)3 − 3σ1σ2 + 3σ3, etc.).

From the previous lemma we deduce:

Corollary 10.3.6. Let P ∈ Ir(F) be an invariant polynomial of degree p.
Then for any vector bundle E over M of rank r and any connection ∇ on E,
there exists a unique differential form of degree 2p,

P (E,∇) ∈ Ω2p(M)

with the property that, for any local frame e of E over some open U ,

P (E,∇)|U = P (k) ∈ Ω2p(U),

where k ∈Mr(Ω
2(U)) is the connection matrix of ∇ with respect to e.

The following summarizes the construction of the characteristic classes.
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Theorem 10.3.7. Let P ∈ Ir(F) be an invariant polynomial of degree p. Then
for any vector bundle E over M of rank r and any connection ∇ on E, P (E,∇)
is a closed form and the resulting cohomology class

P (E) := [P (E,∇)] ∈ H2p(M)

does not depend on the choice of the connection ∇. It is called the P -characteristic
class of E.

This theorem can be proven directly, using local connection matrices. Also,
it suffices to prove the theorem for the polynomials P = Σp. This follows from
the fact that these polynomials generate Ir(F) and the fact that the construction

Ir(F) 3 P 7→ P (E,∇) ∈ Ω(M)

is compatible with the products. In the next lecture we will give a detailed
global proof for the Σp’s; the price we will have to pay for having a coordinate-
free proof is some heavier algebraic language. What we gain is a better under-
standing on one hand, but also a framework that allows us to generalize the
construction of characteristic classes to “virtual vector bundles with compact
support”. Here we mention the main properties of the resulting cohomology
classes (proven at the end of this lecture).

Theorem 10.3.8. For any P ∈ Ir(F), the construction E 7→ P (E) is natural,
i.e.

1. If two vector bundles E and F over M , of rank r, are isomorphic, then
P (E) = P (F ).

2. If f : N →M is a smooth map and

f∗ : H•(M)→ H•(N)

is the pull-back map induced in cohomology, then for the pull-back vector
bundle f ∗E,

P (f∗E) = f∗P (E).

10.4. Particular characteristic classes

Particular characteristic classes are obtained by applying the constructions of
the previous section to specific polynomials. Of course, since the polynomials
Σp (and similarly the σp’s) generate I(F), we do not loose any information if
we restrict ourselves to these polynomials and the resulting classes. Why don’t
we do that? First, one would have to make a choice between the Σp’s or σp’s.
But, most importantly, it is the properties that we want from the resulting
characteristic classes that often dictate the choice of the invariant polynomials
(e.g. their behaviour with respect to the direct sum of vector bundles- see
below). Sometimes the Σp’s are better, sometimes the σp’s, and sometimes
others. On top, there are situations when the relevant characteristic classes are
not even a matter of choice: they are invariants that show up by themselves
in a specific context (as is the case with the Todd class which really shows up
naturally when comparing the “Thom isomorphism” in DeRham cohomology
with the one in K-theory- but that goes beyond this course).
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Here are some of the standard characteristic classes that one considers. We
first specialize to the complex case F = C.

1. Chern classes: They correspond to the invariant polynomials

cp =

(
1

2πi

)p

σp,

with 0 ≤ p ≤ r. Hence they associate to complex vector bundle E rank r a
cohomology class, called the p-th Chern class of E:

cp(E) ∈ H2p(M) (0 ≤ p ≤ r).
The total Chern class of E is defined as

c(E) = c0(E) + c1(E) + . . . + cr(E) ∈ Heven(M);

it corresponds to the inhomogeneous polynomial

c(A) = det(I +
1

2πi
A).

For the purpose of this lecture, the rather ugly constants in front of σp
(and the similar constants below) are not so important. Their role will be to
“normalize” some formulas so that the outcome (the components of the Chern
character) are real, or even integral (they come from the cohomology with
integral coefficients; alternatively, one may think that they produce integrals
which are integers). If you solve the following exercise you will find out precisely
such constants showing up.

Exercise 10.4.1. Let M = CP1 be the complex projective space, consisting
of complex lines in C2 (i.e. 1-dimensional complex vector subspaces) in C2.
Let L ⊂ CP1 × C2 be the tautological line bundle over M (whose fiber above
l ∈ CP1 is l viewed as a complex vector space). Show that

c1(L) ∈ H2(CP1)

is non-trivial. What is its integral? (the element a := −c1(L) ∈ H2(CP1) will
be called the canonical generator).

Here are the main properties of the Chern classes (the proofs will be given
at the end of the section).

Proposition 10.4.2. The Chern classes of a complex vector bundle, priory
cohomology classes with coefficients in C, are actually real (cohomology classes
with coefficients in R). Moreover,

1. The total Chern class has an exponential behaviour with respect to the
direct sum of vector bundles i.e., for any two complex vector bundles E
and F over M ,

c(E ⊕ F ) = c(E)c(F )

or, component-wise,

cp(E ⊕ F ) =
∑

i+j=p

ci(E)cj(F ).
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2. If E is the conjugated of the complex vector bundle E, then

ck(E) = (−1)kck(E).

Remark 10.4.3. One can show that the following properties of the Chern
classes actually determines them uniquely:

C1: Naturality (see Theorem 10.3.8).
C2: The behaviour with respect to the direct sum (see the previous proposi-

tion).
C3: For the tautological line bundle L, c1(L) = −a ∈ H2(CP1) (see the

previous exercise).

2. Chern character: The Chern character classes correspond to the in-
variant polynomials

Chp =
1

p!

(
− 1

2πi

)p

Σp.

Hence Chp associates to a complex vector bundle E a cohomology class, called
the p-th component of the Chern character of E:

Chp(E) ∈ H2p(M).

They assemble together into the full Chern character of E, defined as

Ch(E) =
∑

p≥0

Chp(E) ∈ Heven(M);

it corresponds to the expression (which, strictly speaking is a powers series and
not a polynomial, but which when evaluated on a curvature matrix produces a
finite sum):

Ch(A) = Tr(e−
1

2πi
A).

Note that Ch(E) are always real cohomology classes; this follows e.g. from
the similar property for the Chern classes, and the fact that the relationship
between the Σ’s and the σ’s involve only real coefficients (even rational!). Here
is the main property of the Chern character.

Proposition 10.4.4. The Chern character is additive and multiplicative i.e.,
for any two complex vector bundles E and F over M ,

Ch(E ⊕ F ) = Ch(E) + Ch(F ), Ch(E ⊗ F ) = Ch(E)Ch(F ).

3. Todd class: Another important characteristic class is the Todd class
of a complex vector bundle. To define it, we first expand formally

t

1− e−t = B0 +B1t+B2t
2 + . . . .

(the coefficients Bk are known as the Bernoulli numbers). For instance,

B0 = 1, B1 =
1

2
, B2 =

1

6
, B3 = 0, B4 = − 1

30
, etc,
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(and they have the property that Bk = 0 for k-odd, k ≥ 3 and they have vari-
ous other interesting interpretations). For r-variables, we expand the resulting
product

T := Πr
i=1

xi
1− e−xi

= T0 + T1(x1, . . . , xr) + T2(x1, . . . , xr) + . . .

where each Tk is a symmetric polynomial of degree k. We proceed as before
and define

Tdk(E) =

(
1

2πi

)k

Tk(E) ∈ H2k(M),

The Todd class of a vector bundle E is the resulting total characteristic class

Td(E) =
∑

k

Tdk(E) ∈ Heven(M).

Again, Td(E) are real cohomology classes and Td is multiplicative.

4. Pontryagin classes: We now pass to the case F = R. The Pontryagin
classes are the analogues for real vector bundles of the Chern classes. They
correspond to the polynomials

pk =

(
1

2π

)2k

σ2k,

for 2k ≤ r. The reason we restrict to the σ’s of even degree (2k) is simple: the
odd dimensional degree produce zero forms (see below). Hence pk associates to
a real vector bundle E of rank r a cohomology class, called the k-th Pontryagin
class of E:

pk(E) ∈ H4k(M) (0 ≤ k ≤ r/2).

They assemble together into the full Pontryagin class of E, defined as

p(E) = p0(E) + p1(E) + . . . + p[ r
2 ] ∈ H

•(M).

The Pontryagin class has the same property as the Chern class: for any two
real vector bundles,

p(E ⊕ F ) = p(E)p(F ).

The relationship between the two is actually much stronger (which is expected
due to their definitions). To make this precise, we associate to any real vector
bundle E its complexification

E ⊗ C := E ⊗R C = {e1 + ie2 : e1, e2 ∈ E, }.
Proposition 10.4.5. For any real vector bundle E,

cl(E ⊗ C) =

{
(−1)kpk(E) if l = 2k
0 if l = 2k + 1

Finally, one can go from a complex vector bundle E to a real one, denoted
ER, which is just E vied as a real vector bundle. One has:

Proposition 10.4.6. For any complex vector bundle E,

p0(ER)− p1(ER) + p2(ER)− . . . = (c0(E) + c1(E) + . . .)(c0(E) − c1(E) + . . .).
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5. The Euler classs: There are other characteristic classes which are,
strictly speaking, not immediate application of the construction from the pre-
vious section, but are similar in spirit (but they fit into the general theory of
characteristic classes with structural group smaller then GLn). That is the case
e.g. with the Euler class, which is defined for real, oriented vector bundles E
of even rank r = 2l. The outcome is a cohomology class over the base manifold
M :

e(E) ∈ H2l(M).

To construct it, there are two key remarks:

1. For real vector bundles, connection matrices can also be achived to be
antisymmetric. To see this, one choose a metric 〈·, ·〉 on E (fiberwise an
inner product) and, by a partition of unity, one can show that one can
choose a connection ∇ which is compatible with the metric, in the sense
that

Lx〈s1, s2〉 = 〈∇X(s1), s2〉+ 〈s1,∇X(s2)〉
for all s1, s2 ∈ Γ(E). Choosing orthonormal frames e, one can easily
show that this compatibility implies that the connection matrix θ with
respect to e is antisymmetric.

2. With the inner product and ∇ as above, concentrating on positively
oriented frames, the change of frame matrix, denoted g in the previous
section, has positive determinant.

3. In general, for for skew symmetric matrices A of even order 2l, det(A) is
naturally a square of another expression, denoted Pf(A) (polynomial of
degree l):

det(A) = Pf(A)2.

For instance,

det




0 a b c
−a 0 d e
−b −d 0 f
−c −e −f 0


 = (af + cd− be)2.

Moreover, for g with positive determinant,

Pf(gAg−1) = Pf(A).

It follows that, evaluating Pf on connection matrices associated to positive
orthonormal frames, we obtain a globvally defined form

Pf(E,∇) ∈ Ω2l(M).

As before, this form is closed and the resulting cohomology class does not
depend on the choice of the connection. The Euler class is

e(E) =

[(
1

2π

)l

Pf(E,∇)

]
∈ H2l(M).
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Note that, since det is used in the construction of pl(E), it follows that

pl(E) = e(E)2.

10.5. Proofs of the main properties

The proofs of the main properties of the characteristic classes (Theorem 10.3.8,
Proposition 10.4.2, Proposition 10.4.4 and Proposition 10.4.5 ) are based on
some basic constructions of connections: pull-back, direct sum, dual, tensor
product.

Pullback of connections and the proof of Theorem 10.3.8: For
Theorem 10.3.8 we need the construction of pull-back of connections: given a
vector bundle E over M and a smooth map f : N →M then for any connection
∇ on E, there is an induced connection f ∗∇ on f∗E. This can be described
locally as follows: if e is a local frame e of E over U and θ is determined by the
connection matrix (with respect to e) θ then, using the induced local frame f ∗e
of f∗E over f−1(U), the resulting connection matrix of f ∗∇ is f∗θ (pull back
all the one-forms which are the entries in the matrix θ). Of course, one has to
check that these connection matrices glue together (which should be quite clear
due to the naturality of the construction); alternatively, one can describe f ∗∇
globally, by requiring

(10.9) (f ∗∇)X(f∗s)(x) = ∇(df)x(Xx)(s)(f(x)), x ∈ N

where, for s ∈ Γ(E), we denoted by f ∗s ∈ Γ(f∗E) the section x 7→ s(f(x)); for
the right hand side, see also Exercise 10.1.6.

Exercise 10.5.1. Show that there is a unique connection f ∗∇ on f∗E which
has the property (10.9). Then show that its connection matrices can be com-
puted as indicated above.

With this construction, the second part of Theorem 10.3.8 is immediate:
locally, the connection matrix of f ∗∇ is just the pull-back of the one of ∇,
hence we obtain P (E, f ∗∇) = f∗P (E,∇) as differential forms. The first part
of the theorem is easier (exercise!).

Direct sum of connections and the proof of Proposition 10.4.2:
For the proof of the behaviour of c with respect to direct sums (and similarly
for the Pontryagin class) we need the construction of the direct sum of two
connections: given connections ∇0 and ∇1 on E and F , respectively, we can
form a new connection ∇ on E ⊕ F :

∇X(s0, s1) = (∇0
X(s0),∇1

X(s1)).

To compute its connection matrices, we will use a local frame of E ⊗ F which
comes by putting together a local frame e for E and a local frame f for F (over
the same open). It is then clear that the connection matrix θ for ∇ with respect
to this frame, and similarly the curvature matrix, can be written in terms as
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the curvature matrices θi, i ∈ {0, 1} for E and F (with respect to e and f) as

θ =

(
θ0 0
0 θ1

)
, k =

(
k0 0
0 k1

)
.

Combined with the remark that

det(I + t

(
A0 0
0 A1

)
) = det(I + tA0) det(I + tA1)

for any two matrices A0 and A1, we find that

c(E ⊕ F,∇) = c(E,∇0)c(F,∇1)

(as differential forms!) from which the statement follows.

Duals/conjugations of connections and end proof of Prop. 10.4.2:
For the rest of the proposition we need the dual and the conjugate of a con-
nection. First of all, a connection ∇ on E induces a connection ∇∗ on E∗

by:

∇X(s∗)(s) :=  LX(s∗(s))− s∗(∇X(s)), ∀ s ∈ Γ(E), s∗ ∈ Γ(E∗).

(why this formula?).

Exercise 10.5.2. Show that this is, indeed, a connection on E∗.

Starting with a local frame e of E, it is not difficult to compute the connec-
tion matrix of ∇∗ with respect to the induced dual frame θ∗, in terms of the
connection matrix θ of ∇ with respect to e:

θ∗ = −θt

(minus the transpose of θ). Hence the same holds for the curvature matrix.
Since for any matrix A

det(I + t(−At)) = det(I − tA) =
∑

(−1)ktkσk(A),

we have σk(−At) = (−1)kσk(A) from which we deduce

ck(E∗) = (−1)kck(E).

Similarly, any connection ∇ on E induces a conjugated connection ∇ on
E. While E is really just E but with the structure of complex multiplication
changed to:

z · v := zv, (z ∈ C, v ∈ E)

∇ is just ∇ but interpreted as a connection on E. It is then easy to see that
the resulting connection matrix of ∇ is precisely θ. Since for any matrix A,

det(I +
1

2πi
A) = det(I − 1

2πi
A),

we have ck(A) = (−1)kck(A) and then

ck(E) = (−1)kck(E).

Finally, note that for any complex vector bundleE, E∗ andE are isomorphic
(the isomorphism is not canonical- one uses a hermitian metric on E to produce
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one). Hence ck(E∗) = ck(E). Comparing with the previous two formulas, we
obtain

ck(E) = (−1)kck(E) = (−1)kck(E)

which shows both that ck(E) is real as well as the last formula in the proposition.

Tensor product of connections and the proof of Proposition 10.4.2:
The additivity is proven, as above, using the direct sum of connections and the
fact that for any two matrices A (r by r) and A′ (r′ by r′),

Tr

(
A 0
0 A′

)k

= Tr(Ak) + Tr(A
′k).

For the multiplicativity we need the construction of the tensor product of two
connections: given ∇0 on E and∇1 on F , one produces∇ on E⊗F by requiring

∇X(s0 ⊗ s1) = ∇0
X(s0)⊗ s1 + s0 ⊗∇1

X(s1)

for all s0 ∈ Γ(E), s1 ∈ Γ(F ). Frames e and f for E and F induce a frame
e ⊗ f = {ei ⊗ fp : 1 ≤ i ≤ r, 1 ≤ p ≤ r′} for E ⊗ F (r is the rank of E and r′

of F ). After a straightforward computation, we obtain as resulting curvature
matrix

k = k0 ⊗ Ir′ + Ir ⊗ k1

where Ir is the identity matrix and, for two matrices A and B, one of size r and
one of size r′, A ⊗ B denotes the matrix of size rr′ (whose columns and rows
are indexed by pairs with (i, p) as before)

(A⊗B)j,qi,p = AjiB
q
p.

Remarking that Tr(A⊗B) = Tr(A)Tr(B), we immediately find

Tr(eA⊗I+I⊗B) = Tr(eA)Tr(eB)

from which the desired formula follows.

Complexifications of connections and the proof of Proposition
10.4.5: For this second part, i.e. when l is odd, it suffices to remark that,
for E ⊗ C, it is isomorphic to its conjugation then just apply the last part of
Proposition 10.4.2. For l even we have to go again to connections and to remark
that a connection ∇ on a real vector bundle E can be complexified to give a
connection ∇C on E ⊗ C: just extend ∇ by requiring C-linearity. Comparing
the connection matrices we immediately find that

c2k(E ⊗ C) =

(
1

i

)2k

pk(E) = (−1)kpk(E).

Proof of Proposition 10.4.6: The main observation is that, for any
complex vector bundle E, one has a canonical isomorphism

ER ⊗ C ∼= E ⊕E
defined fiberwise by

v +
√
−1w 7→ (v + iw, v − iw),
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where
√
−1 is “the i used to complexify ER). Hence

c(ER ⊗ C) = c(E)c(E)

and, using the formulas from Proposition 10.4.5 and from end of Proposition
10.4.2, the desired formula follows.

10.6. Some exercises

Here are some more exercises to get used with these classes but also to see some
of their use (some of which are rather difficult!).

Exercise 10.6.1. Show that, for any trivial complex vector bundle T (of ar-
bitrary rank) and any other complex vector bundle E,

c(E ⊕ T ) = c(E).

Exercise 10.6.2. (the normal bundle trick). Assume that a manifold N is
embedded in the manifold M , with normal bundle ν. Let τM be the tangent
bundle of M and τN the one of N . Show that

c(τM )|N = c(τN )c(ν).

Exercise 10.6.3. For the tangent bundle τ of Sn show that

p(τ) = 1.

Exercise 10.6.4. Show that the the tautological line bundle L over CP1 (see
Exercise 10.4.1) is not isomorphic to the trivial line bundle. Actually, show that
over CP1 one can find an infinite family of non-isomorphic line bundles.

Exercise 10.6.5. Let L ⊂ CPn × Cn+1 be the tautological line bundle over
CPn (generalizing the one from Exercise 10.4.1) and let

a := −c1(L) ∈ H2(CPn).

Show that ∫

CP
n
an = 1.

Deduce that all the cohomology classes a, a2, . . . , an are non-zero.

Exercise 10.6.6. This is a continuation of the previous exercise. Let τ be
the tangent bundle of CPn- a complex vector bundle (why?), and let τR be the
underlying real vector bundle. We want to compute c(τ) and p(τR).

Let L⊥ ⊂ CPn × Cn+1 be the (complex) vector bundle over CPn whose
fiber at l ∈ CPn is the orthogonal l⊥ ⊂ Cn+1 of l (with respect to the standard
hermitian metric).

1. Show that

Hom(L,L) ∼= T 1, Hom(L,L⊥)⊕ T 1 ∼= L∗ ⊕ . . .⊕ L∗
︸ ︷︷ ︸

n+1

,

where T k stands for the trivial complex vector bundle of rank k.
2. Show that

τ ∼= Hom(L,L⊥).
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3. Deduce that

c(τ) = (1 + a)n+1, p(τR) = (1 + a2)n+1.

4. Compute Ch(τ).

Exercise 10.6.7. Show that CP4 cannot be embedded in R11.
(Hint: use the previous computation and the normal bundle trick).

Exercise 10.6.8. Show that CP2010 cannot be written as the boundary of a
compact, oriented (real) manifold.

(Hint: first, using Stokes’ formula, show that if a manifold M of dimen-
sion 4l can be written as the boundary of a compact oriented manifold then∫
M pl(τM )) = 0).

Exercise 10.6.9. Show that CP2010 can not be written as the product of two
complex manifolds of non-zero dimension.

(Hint: for two complex manifolds M and N of complex dimensions m and
n, respectively, what happens to Chm+n(τM×N ) ∈ H2m+2n(M ×N)?).

10.7. Chern classes: the global description and the proof of The-
orem 10.3.7

In this section we look closer at the Chern character, which shows up naturally
in the context of the Atiyah-Singer index theorem. We start by giving a slightly
different dress (of a more global flavour) to the discussion of characteristic
classes from the previous lecture and we prove Theorem 10.3.7. The algebraic
formalism that we use is known as “Quillen’s formalism”. It has the advantage
that it applies (with very litlle changes) to other settings (in particular, it can
be addapted easily to non-commutative geometry).

Although we concentrate on the Chern character (which uses the invariant
polynomials Σp), most of what we say in this section can be carried out for
arbitrary invariant polynomials (see also the comments which follow Theorem
10.3.7).

This section can (and should) be viewed as a global presentation of the
Chern classes already discussed (including proofs). There are three ingredients
that we need. The first two have already been discussed

• the algebra Ω∗(M,End(E)) of differential forms on M with coefficients
in End(E), and the wedge product (10.7) which makes it into a (graded)
algebra.
• a connection ∇ on E and the associated curvature, interpreted globally

as an element

k∇ ∈ Ω2(M,End(E)).

The last ingredient is a global version of the trace map. Due to the invari-
ance of the usual trace map of matrices, it follows that it does not really depend
on the choice of the basis; hence any finite dimensional (complex) vector space
V comes with a trace map

TrV : End(V )→ C
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which can be computed via a (any) basis ei of V ; the any T ∈ End(V ) has a

matrix representation T = (tji ) and TrV (T ) =
∑

i t
i
i. This map has “the trace

property” (an infinitesimal version of invariance):

(10.10) TrV ([A,B]) = 0,

for all A,B ∈ End(V ), where [A,B] = AB −BA.
Since TrV is intrinsec to V , it can be applied also to vector bundles: for

any vector bundle E, the trace map (applied fiberwise) is a vector bundle map
from End(E) to the trivial line bundle. In particular, one has an induced map,
which is the final ingredient:

• The trace map:

(10.11) Tr : Ω•(M ;End(E))→ Ω•(M).

Exercise 10.7.1. Show that Tr has the graded trace property:

Tr([A,B]) = 0,

for all A ∈ Ωp(M ;End(E)), B ∈ Ωq(M ;End(E)), where [A,B] are the graded
commutators:

[A,B] = A ∧B − (−1)pqB ∧A.
and ∧ is here the wedge operation on Ω(M,End(E)) (see (10.7)).

Putting things together we find immediately:

Proposition 10.7.2. For a connection ∇ on E,

Chp(E,∇) =
1

p!

(
− 1

2πi

)p

Tr(kp∇) ∈ Ω2p(M).

Hence, using the wedge product and the usual power seria development to
define formally the exponential map

exp : Ω(M,End(E)) → Ω(M,End(E)),

the Chern character can be written as

Ch(E,∇) = Tr(e
− 1

2π
√

−1
k∇).

Next, we explain the relationship between these ingredients; putting ev-
erything together, we will obtain the proof of Theorem 10.3.7 (for the Chern
classes). The plan is as follows:

• show that the connection ∇ on E induces a connection ∇̃ on End(E).
• show that Tr : Ω•(M ;End(E)) → Ω•(M) is compatible with d∇̃ and d.
• show that k∇ is d∇̃-closed.

Lemma 10.7.3. Given a connection ∇ on E, there is an induced connection
∇̃ on End(E), given by

∇̃X(T )(s) = ∇X(T (s))− T (∇X(s)),

for all X ∈ X (M), T ∈ Γ(End(E)), s ∈ Γ(E). Moreover, the induced operator

d∇̃ : Ωp(M ;End(E))→ Ωp+1(M ;End(E))
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is given by

(10.12) d∇̃(K) = [d∇,K]

where, as in Exercise 10.2.3, we identify the elements in K ∈ Ω∗(M ;End(E))

with the induced operators K̂ and we use the graded commutators

[d∇,K] = d∇ ◦K − (−1)pK ◦ d∇
In particular, d∇̃ also satisfies the Leibniz identity with respect to the wedge
product (10.7) on Ω(M,End(E)).

Proof First one has to check that, for X ∈ X (M), T ∈ Γ(End(E)), ∇̃X(T ) ∈
Γ(End(E)), i.e. the defininig formula is C∞(M)-linear on s ∈ Γ(E):

∇̃X(T )(fs) = ∇X(T (fs))− T (∇X(fs))

= [f∇X(T (s)) + LX(f)T (s)]− [fT (∇X(s)) + LX(f)T (s)]

= f∇̃X(T )(s).

The identities that ∇̃ have to satisfy to be a connection are proven similarly.
For the second part, we first have to show (similar to what we have just checked)
that, for K ∈ Ωp(M,End(E)),

K ′ := [d∇,K] ∈ Ωp+1(M,End(E)).

More porecisely, unraveling the identifications between the elements K and the
operators K̂, we have to show that

K̂ ′ := d∇ ◦ K̂ − (−1)pK̂ ◦ d∇ : Ω•(M,E)→ Ω•+p+1(M,E)

is Ω(M)-linear, i.e.

K̂ ′(ω ∧ η) = (−1)(p+1)|ω|ω ∧ K̂ ′(η)

for all ω ∈ Ωp(M), η ∈ Ω(M,E). writing out the left hand side we find

d∇(K̂(ω ∧ η))− (−1)pk(d∇(ω ∧ η))

which is (using the Ω(M)-linearity of K̂ and the Leibniz identity for d∇):

[(−1)p|ω|d(ω) ∧ K̂(η) + (−1)(p+1)|ω|ω ∧ d∇(K̂(η))]−
−[(−1)p|ω|d(ω) ∧ K̂(η) + (−1)p+(p+1)|ω|ω ∧K(d∇(η))]

which equals to

(−1)(p+1)|ω|ω ∧ [d∇(K̂(η))− (−1)pK̂(d∇(η)),

i.e. the right hand side of the formula to be proven. Hence we obtain an
operator

D : Ωp(M ;End(E)) → Ωp+1(M ;End(E)), D(K) = [d∇,K],

and we have to prove that it coincides with d∇̃. By a computation similar
to the one above, one shows that D satisfies the Leibniz identity. Hence it
suffices to show that the two coincide on elements T ∈ Γ(End(E)). They are
both elements of Ω1(M,End(E)) hence they act on X ∈ X (M), s ∈ Γ(E) and
produce sections of E. For d∇̃(T ) we obtain

d∇̃(T )(X)s = ∇X(T (s))− T (∇X(s))
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while for D(T ) we obtain

D̂(T )(s)(X) = (d∇ ◦ T̂ − T̂ ◦ d∇)(X)(s)]

= d∇(T (s))(X) − T (d∇(s)(X))

= ∇X(T (s))− T (∇X(s)).

�

From the second part of the proposition we immediately deduce:

Corollary 10.7.4. (Bianchi identity) d∇̃(k∇) = 0.

We can now return to the issue of the relationship between the trace map
and the DeRham differential.

Proposition 10.7.5. For any connection ∇, the trace map Tr : Ω∗(M ;End(E)) →
Ω∗(M) satisfies

Tr ◦ d∇̃ = d ◦ Tr.

Proof Consider

Φ := Tr ◦ d∇̃ − d ◦ Tr : Ω•(M,End(E))→ Ω•+1(M,End(E)).

By a computations similar to the previous ones (but simpler), one check the
graded Ω(M)-linearity of Φ:

Φ(ω ∧K) = (−1)|ω|ω ∧ Φ(K).

Hence to show that Φ is zero, it suffices to show that it vanishes on elements
T ∈ Γ(End(E)). I.e., we have to show that, for all such T ’s and all X ∈ X (M),

Tr(∇̃X(T ))− LX(Tr(T )) = 0.

This can be checked locall, using a local frame e = {ei} for E. Such a local
frame induces a local frame {eij} for End(E) given by eij(ei) = ej and zero on

the other ek’s. If the matrix corresopnding to T is {tji} (T (ei) =
∑

j t
j
i ej), for

T̃ := ∇̃X(T ) we have:

T̃ (ei) =
∑

j

∇X(tji ej)−
∑

j

T (θji (X)ej),

where {θji } is the connection matrix. Writing this out, we find the matrix

corresponing to T̃ :

t̃ki =
∑

j

tjiθ
k
j (X)−

∑

j

θji (X)tkj + LX(tki ).

We deduce that

Tr(∇̃X(T )) = LX(
∑

i

tii) = LX(Tr(T )).

�
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Corollary 10.7.6. For any connection ∇ on E,

Tr(kp∇) ∈ Ω2p(M)

is closed.

Proof From the previous proposition,

dTr(kp∇) = Tr(d∇̃(kp∇)).

Due to the Leibniz rule for d∇̃ and the Bianchi identity (the previous corollary)
we find d∇̃(kp∇) = 0. �

Finally, we prove the independence of the connection.

Proposition 10.7.7. For any vector bundle E over M , the cohomology class

[Tr(kp∇)] ∈ H2p(M)

does not depend on the choice of the connection ∇.

Proof Let ∇′ be another connection. The expression

R(X)s = ∇′
X(s)−∇X(s)

is then C∞(M)-linear in X and s, hence defines an element

R ∈ Ω1(M,End(E)).

Related to this is the fact that the difference

R̂ = d∇′ − d∇ : Ω•(M,E)→ Ω•+1(M,E)

is Ω(M)-linear (in the graded sense). This follows immediately from the Leibniz

rule for d∇ and d∇′ . Our notation is not accidental: R and R̂ correspond to
each other by the bijection of Exercise 10.2.3 (why?). In what follows we will
not distinguish between the two.

The idea is to join the two connections by a path (of connections): for each
t ∈ [0, 1] we consider

∇t := ∇+ tR

and the induced operators
d∇t = d∇ + tR.

Computing the square of this operator, we find

k∇t = k∇ + t[d∇, R] + t2R2 = k∇ + td∇̃(R) + t2
1

2
[R,R]

from which we deduce

d

dt
(k∇t) = d∇̃(R) + t[R,R] = d∇̃t(R).

Using the Leibniz identity,

d

dt
(kp∇t) =

∑

i

ki−1
∇t d∇̃t(R)kp−i∇t

hence, using the fact that Tr is a graded trace,

d

dt
(Tr(kp∇t)) = pTr(kp−1

∇t d∇̃t(R)).
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Using again the Leibniz and Bianchi identity,

d

dt
(Tr(kp∇t)) = pd[Tr(kp−1

∇t R)].

Integrating from 0 to 1 we find

Tr(kp
∇′ )− Tr(kp∇) = d[p

∫ 1

0
Tr(kp−1

∇t R)],

i.e. the two terms in the left hand side differ by an exact form, hence they
represent the same element in the cohomology group. �





LECTURE 11
K-theoretical formulation of the Atiyah-Singer index

theorem

11.1. K-theory and the Chern character

For a manifold M we denote by V b(M) the set of isomorphism classes of vector
bundles over M . Together with the direct sum of vector bundles, is an abelian
semi-group, with the trvial 0-dimensional bundle as the zero-element.

In general, one can associate to any semi-group (S,+) a group G(S), called
the Grothendick group of S, which is the “smallest group which can be made
out of S”. For instance, applied to the semigroup (N,+) of positive integers,
one recovers (Z,+). Or, if S is already a group, then G(S) = S.

Given an arbitrary semi-group (S,+), G(S) consists of formal differences

[x]− [y]

with x, y ∈ S, where two such formal differences [x]− [y] and [x′]− [y′] are equal
if and only if there exists z ∈ S such that

(11.1) x+ y′ + z = x′ + y + z.

More formally, one defines

G(S) = S × S/ ∼,

where ∼ is the equivalence relation given by: (x, y) ∼ (x′, y′) if and only if there
exists a z ∈ S such that (11.1) holds. Denote by [x, y] the equivalence class of
(x, y). The componentwise addition in S × S descends to a group structure on
G(S): the zero element is [0, 0], and the inverse of [x, y] is [y, x]. For x ∈ S, we
define

[x] := [x, 0] ∈ G(S),

and this defines a morphism of semigroups S 7→ G(S) (find the universal prop-
erty of G(S)!). Also, since

[x, y] = [(x, 0)] − [(y, 0)] = [x]− [y],

187
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we obtain the representation of G(S) mentioned at the beginning. Note that
there is a canonical map:

i : S → G(S), x 7→ [x],

which is a morphisms of semi-groups.

Exercise 11.1.1. Show that G(S) has the following universal property: for
any other group G and any morphism iG : S → G of semi-groups, there is a
unique morphism of groups, φ : G(S)→ G such that iG = φ ◦ i.
Definition 11.1.2. Define the K-theory group of M as the group associated
to the semi-group V b(M) of (isomorphism classes) of vector bundles over M .

Exercise 11.1.3. Is the map i : V b(M) → K(M) injective? (hint: you can
use that the tangent bundle of S2 is not trivial).

One may think of K(M) as “integers over M”. Indeed, natural numbers are
in bijection with isomorphism classes of finite dimensional vector spaces. Since
vector bundles can be viewed as families of vector spaces indexed by the base
manifold M , isomorphism classes of vector bundles play the role of “natural
numbers over M”, and K(M) the one of “integers over M”.

Note also that the tensor product of vector bundles induces a product on
K(M), and K(M) becomes a ring.

Theorem 11.1.4. The Chern character induces a ring homomorphism

Ch : K(M)→ Heven(M), [E]− [F ] 7→ Ch(E)− Ch(F ).

Proof The compatibility By the additive property of the Chern character,

Ch : V b(M)→ Heven(M)

is a morphism of semi-groups hence by the universality of K(M) (see Exercise
11.1.1), it induces a morphism of groups K(M)→ H even(M). This is precisely
the map in the statement. The compatibility with the produtcs follows from
the multiplicativity of the Chern character. �

Remark 11.1.5. One can show that, after tensoring with R,

Ch⊗Z R : K(M)⊗Z R→ Heven(M)

becomes an isomorphism.

11.2. K-theory and the Chern character with compact supports

Next, we discuss K-theory with compact supports. We consider triples

(11.2) C = (E,α, F )

where E and F are vector bundles over M and

α : E → F

is a vector bundle morphism with compact support, i.e. with the property that

supp(C) := {x ∈M : αx : Ex → Fx is not an isomorphism}
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is a compact subset of M . We denote by L1(M) the set of equivalence classes
of such triples. If C ′ = (E′, α′, F ′) is another one, we say that C and C are
homotopic, and we write

C ≡ C ′

if there exists a smooth family Ct = (Et, αt, Ft), indexed by t ∈ [0, 1], of triples
(still with compact supports), such that

C0 = C,C1 = C ′.

More precisely, we require the existence of a triple C̃ = (Ẽ, α̃, F̃ ) over M× [0, 1]

(with compact support), such that C is the restriction of C̃ via i0 : M ↪→
M × [0, 1], i0(x) = (x, 0) and C ′ is the restriction of C̃ via i1 : M ↪→M × [0, 1],
i1(x) = (x, 1).

Finally, we introduce a new equivalence relation ∼ on L1(M):

C ∼ C ′ ⇐⇒ C ⊕ T ≡ C ′ ⊕ T ′

for some triples T and T ′ with empty support.

Definition 11.2.1. Define the K-theory of M with compact supports as the
quotient

Kcpct(M) = L1(M)/ ∼ .
For C ∈ L1(M), we denote by [C] the induced element in Kcpct(M).

With respect to the direct sum of vector bundles and morphisms of vector
bundles, Kcpct(M) becomes a semi-group.

Exercise 11.2.2. Show that Kcpct(M) is a group. Also, when M is compact,
show that

Kcpct(M)→ K(M), [(E,α, F )] 7→ [E]− [F ]

is an isomorphism of groups.

Example 11.2.3. Given an elliptic operator P : Γ(E)→ Γ(F ) of order d over
a compact manifold M , its principal symbol

σd(P ) : π∗E → π∗F

(where π : T ∗M →M is the projection) will induce an element

[(π∗E, σd(P ), π∗F )] ∈ Kcpct(T
∗M).

Next, we discuss the Chern character on Kcpct(M). We start with an ele-
ment

C = (E,α, F ) ∈ L1(M).

Lemma 11.2.4. There exists a connection ∇E onb E and ∇F on F and a
compact L ⊂M such that α is an isomorpism outside L and

α∗(∇F ) = ∇E on M − L.
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Note that, here,

α∗(∇F )X(s) = α−1∇FX(α(s)).

Proof Let ∇F be any connection on F . We will construct ∇E. For that we
first fix an arbitrary connection ∇ on E (to be changed). Let K be the support
of α and L a compact in M with

K ⊂ Int(L) ⊂ L.
Then α∗(∇F ) is well-defined as a connection on U := M −K. The difference

∇X(s)− α∗(∇F )X(s)

is C∞(U)-linear in X and s, hence defines a section

θ ∈ Γ(U, T ∗M ⊗End(E)).

From the general properties of sections of vector bundles, for any closed (in M)
A ⊂ U , we find a smooth section

θ̃ ∈ Γ(M,T ∗M ⊗End(E))

such that

θ̃|A = θ|A.
We apply this to A = M − Int(L) and we define ∇E by

∇EX(s) = ∇X(s)− θ̃(X)s.

�

Theorem 11.2.5. For any pair of connections ∇E and ∇F as in Lemma
11.2.4,

Ch(C,∇E ,∇F ) := Ch(E,∇E)− Ch(F,∇F ) ∈ Ωcpct(M)

is a closed differential form on M with compact support and the induced coho-
mology class

Ch(C) := [Ch(C,∇E ,∇F )] ∈ Heven
cpct (M)

does not depend on the choice of the connections. Moreover, Ch induces a group
homomorphism

Ch : Kcpct(M)→ Heven
cpct (M), [C] 7→ Ch(C).

Proof The naturality of the Chern character implies that

Ch(C,∇E ,∇F )|M−L = Ch(E|M−L, α
∗(∇F |M−L))−Ch(F |M−L,∇F |M−L) = 0.

Hence Ch(C,∇E ,∇F ) is a closed from with compact support. To see that
the cohomology class does not depend on the choice of the connections, we
addapt the argument for the similar statement for the Chern character of vector
bundles; see the proof of Proposition 10.7.7. With the same notations as there,
another pair of connections as in Lemma 11.2.4 will be of type

∇E +RE ,∇F +RF

with

RE ∈ Ω1(M,End(E)), RF ∈ Ω1(M,End(F ))
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and the two new connections correspond to each other via α outise some com-
pact L′ (which may be different from L). Let K = L ∪ L′. We apply the
construction in the proof of Proposition 10.7.7 and we obtain

Chp(E,∇E)− Chp(E,∇E +RE) = d(ωE)

for some form ωE which has compact support, and similarly for F . Looking
at the explicit formulas for ωE and ωF , we see immediately that ωE − ωF has
compact support.

Finally, to see that Ch induces a map in the K-theory with compact sup-
port, we still have to show that if (E,α, F ) ≡ (E ′, α′, F ′) then they have the
sama Chern character (in cohomology). But this follows by an argument simialr
to the last one, because the equivalence ≡ means that the two triples can be
joined by a smooth family of triple (Et, αt, Ft), t ∈ [0, 1] (fill in the details!). �

11.3. The K-theoretical formulation of the Atiyah-Singer index
theorem

Next, we give an outline of the K-theoretical formulation of the index theorem.
First of all

Definition 11.3.1. Let M be a compact n-dimensional manifold. The topo-
logical index map is defined as

Indt : Kcpt(T
∗M)→ R, Indext([C]) = (−1)n

∫

T ∗M
Ch(C)π∗(Td(TCM)),

where π : T ∗M →M is the projection.

A few explanations are in order. First of all, TCM is the complexification
of the tangent bundle of M . Secondly,

Ch(C) ∈ Hcpt(T
∗M), π∗(Td(T ∗

CM)) ∈ H(T ∗M)

hence their product is a cohomology class with compact support. Finally, T ∗M
has a canonical orientation: any coordinate chart (U,χ = (x1, . . . , xn)) on M
induces a coordinate chart on T ∗M :

T ∗U 3 y1(dx1)x + . . . + yn(dxn)x 7→ (x1, . . . , x,y1, . . . , yn);

moreover, the resulting atlas for T ∗M is oriented and defines the canonical
orientation of T ∗M . In particular, we have an integration map

∫

T ∗M
: H∗

cpt(T
∗M)→ R,

which kills all the cohomology classes except the ones in the top degree 2n
(dim(T ∗M) = 2n).

Next, we discuss the analytic index. We have already seen that the index
of an elliptic pseudo-differential operator only depends on its principal symbol.
However, what happens is the following:
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1. For an elliptic pseudo-differential operator P of degree d, Index(P ) only
depends on

[σd(P )] ∈ Kcpt(T
∗M).

2. Any element in Kcpt(T
∗M) can be represented by the principal symbol

of an elliptic operator.

Hence there is a unique map

Inda : Kcpt(T
∗M)→ Z

with the property that, for any elliptic pseudo-differential operator of degree d,

Inda([σd(P )]) = Index(P ).

Definition 11.3.2. The map Inda is called the analytic index map.

With these, we have the following formulation of the Atiyah-Singer index
theorem.

Theorem 11.3.3. On any compact manifold M , Indt = Inda.
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