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Abstract. For vector-valued Maass cusp forms for SL2(Z) with real weight k ∈
R and spectral parameter s ∈ C, Re s ∈ (0, 1), s . ±k/2 mod 1, we propose a
notion of vector-valued period functions, and we establish a linear isomorphism
between the spaces of Maass cusp forms and period functions by means of a co-
homological approach. The period functions are a generalization of those for the
classical Maass cusp forms, being solutions of a finite-term functional equation
or, equivalently, eigenfunctions with eigenvalue 1 of a transfer operator deduced
from the geodesic flow on the modular surface. We apply this result to deduce
a notion of period functions and related linear isomorphism for Jacobi Maass
forms of weight k + 1/2 for the semi-direct product of SL2(Z) with the integer
points Hei(Z) of the Heisenberg group.

1. Introduction

For several hyperbolic orbisurfaces Γ\H, with H denoting the hyperbolic plane
and Γ being a discrete subgroup of SL2(R) acting by fractional linear transforma-
tion on H, notions of period functions for Maass forms and associated isomor-
phisms have been established in the course of the last years. For Γ = SL2(Z),
which is the seminal example, this has been achieved in combination of work by
E. Artin [1], Series [35], Mayer [23, 24], Lewis [18], Bruggeman [4], Chang–
Mayer [10], and Lewis–Zagier [19, 20]. Alternative proofs are given in [8, 25],
and most recently, by combination of [26, 28–30].

The variant of these proofs most relevant for our work proceeds roughly as fol-
lows, applying to Maass cusp forms. See also the survey [32]. The space of Maass
cusp forms for SL2(Z) with spectral parameter s is shown to be linear isomorphic
to the space of parabolic 1-cohomology of SL2(Z) with module being the vector
space of smooth, semi-analytic vectors of the principal series representation with
spectral parameter s. The cocycle classes can be characterized by real-analytic,
rapidly decaying solutions of a rather simple functional equation on (0,∞) that
depends on s. In this way, Maass cusp forms with spectral parameter s are seen
to be linear isomorphic to real-analytic functions on (0,∞) or, equivalently, holo-
morphic functions on C ∖ (−∞, 0] that satisfy the s-dependent functional equation
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and certain decay properties at boundaries. This isomorphism is given by an inte-
gral transform relation, and the solutions of this functional equation are the period
functions.

The functional equation can be deduced from the dynamics of the modular sur-
face SL2(Z)\H: A well-chosen discretization of the geodesic flow on SL2(Z)\H
gives rise to a discrete dynamical system on (0,∞), more precisely to a finitely-
branched self-map on (0,∞) ∖ Q, which is closely related to the Farey map. The
associated transfer operator with parameter s, called slow transfer operator, is
finite-term. The defining equation of its eigenfunctions with eigenvalue 1 is just
the function equation from above.

Furthermore, an induction on parabolic elements in the discretization gives rise
to a companion discrete dynamical system, an infinitely-branched self-map on
(0,∞), closely related to the Gauss map and continued fraction expansions. The
family of fast transfer operators associated to this map represents the Selberg zeta
function via its Fredholm determinant and can be used to characterize necessary
decay properties of period functions.

Turning around the order of this presentation (as it is done for generalizations),
the geodesic flow by means of discretizations and transfer operator techniques
gives rise to a functional equation suitable for the notion of period functions. And
indeed the regularity and decay properties to be requested from period functions
as well as the construction of the cohomology theory can partly be motivated by
geometric-dynamical considerations. We refer to [32] and [9, Section 8] for more
explanations.

These results have been generalized to certain classes of hyperbolic orbisurfaces
of finite and infinite area. See in particular [9, 10, 26, 28–31]. With this paper we
reach out to establish first instances of analogous results beyond Maass forms of
weight 0 as well as beyond hyperbolic orbisurfaces. We provide such results for

(a) Jacobi Maass cusp forms of any real weight for the discrete (integral) Ja-
cobi group of level 1, which is the semi-direct product of SL2(Z) and the
integer points Hei(Z) of the Heisenberg group, and

(b) vector-valued Maass cusp forms for SL2(Z) of any real weight and any
unitary representation.

To survey our results in more detail, we start with a few preparatory comments
and explanations. We set throughout G B SL2(R) and Γ B SL2(Z). We let Hei
denote the 3-dimensional continuous Heisenberg group and Hei(Z) the discrete
Heisenberg group, i.e., the subgroup of Hei given by restricting to the ring of inte-
gers. See Section 8 for precise definitions.

The space on which Jacobi Maass forms (and Jacobi Maass cusp forms) are
defined is the product space H × C of the hyperbolic plane H and the complex
planeC. On this space, the (continuous) Jacobi group GJ B Hei⋊G (of level 1) acts
by fractional linear transformations in the Hei-component and by a certain skew
product in the C-component. See Section 8. Endowing H × C with a Riemannian
metric such that GJ acts by Riemannian isometries is not unique. Indeed, there
is at least a two-parameter family of such Riemannian metrics on H × C (see [36,
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Remark 2.5]). Thus, if we wanted to proceed as for hyperbolic orbisurfaces starting
with a discretization of the geodesic flow, then we would face the difficulty of
the non-uniqueness of the choice of this flow. In addition, even if we settled on
one choice of the Riemannian metric, then we would need to handle the seven-
dimensional sphere bundle of H × C in combination with a mixture of hyperbolic
and euclidean action behavior.

To circumvent this obstacle and to simultaneous stay close to the approach for
hyperbolic orbisurfaces, we use here another approach based on the theta decom-
position. Pitale [27, Theorem 4.6] showed that Jacobi Maass forms for ΓJ B
Hei(Z) ⋊ Γ of integral weight and positive integral index are linear isomorphic
to certain spaces of vector-valued Maass forms on Γ\H. Thus, this isomorphism al-
lows us to transfer the quest for a notion of period functions for Jacobi Maass cusp
forms to a question about period functions for vector-valued Maass cusp forms in
the more well-known realm of hyperbolic surfaces. This way, the request for a dis-
cretization of the non-unique geodesic flow on ΓJ\(H × C) is solved implicitly and
essentially avoided. However, via this isomorphism the integral weight of Jacobi
Maass forms gets converted into a half-integral weight for the vector-valued Maass
forms. Up to date, only weight-zero situations have been considered in the litera-
ture in this realm of research, and hence we are required to find a notion of period
functions for Maass cusp form for half-integral weight and establish the necessary
linear isomorphism. Indeed, we provide these results for arbitrary real weight as it
is no more difficult than half-integral weights. In turn, the generality of our results
for vector-valued Maass cusp forms then allows us to consider also arbitrary real
weight for Jacobi Maass cusp forms.

For the definition of vector-valued Maass forms of weight k ∈ R we fix a one-
dimensional multiplier system vk, given in (2.6), and a unitary representation ρ
of Γ on a finite-dimensional vector space Xρ. Maass forms of weight k, spectral
parameter s and multiplier system ρvk are smooth eigenfunctions H → Xρ with
eigenvalue s(1 − s) of the generalized Laplacian

∆k B −y
2 ∂2

x − y
2 ∂2
y + iky (z = x + iy ∈ H)

with growing at most polynomial towards ∞ and being invariant under the action
|ρvk ,k on all of Γ, where

u|ρvk ,kγ(z) B ρ(γ)−1vk(γ)−1e−ik arg(cz+d)u(γz)

for u : H→ Xρ, γ ∈ Γ, z ∈ H and γ =
(

a
c

b
d

)
. The space of such Maass cusp forms is

denotedAk(s, ρvk). Asking for exponential decay towards∞ instead of polynomial
bounds defines the space of Maass cusp forms of weight k, spectral parameter s and
multiplier system ρvk, which is denotedA0

k(s, ρvk). See Section 2 for more details.
This section also contains an alternative definition using the universal covering
group of G, which is helpful for our considerations.

The space FEωρvk ,s,k of period functions for weight k, spectral parameter s and
multiplier system ρvk consists of real-analytic functions f : (0,∞) → Xρ that obey
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certain extension properties and satisfy the three-term functional equation

f = f |ps
ρvk ,s,k

T + f |ps
ρvk ,s,k

T ′ with T B
(
1
0

1
1

)
and T ′ B

(
1
1

0
1

)
,

where the action |ps
ρvk ,s,k

is closely related to the action |ρvk ,k. We refer to Section 3
for precise definitions. We emphasize that this functional equation can be deduced
from a transfer operator associated to a discretization of the geodesic flow on the
modular surface Γ\H, and hence the same discretization as for the weight-zero
results is lurking in our considerations.

Theorem A. For k ∈ R and s ∈ C such that Re s ∈ (0, 1) and s . ±k/2 mod 1, the
vector spacesA0

k(s, ρvk) and FEωρvk ,s,k are isomorphic.

The isomorphism in Theorem A is indeed constructive, at least in the direction
A0

k(s, ρvk) → FEωρvk ,s,k. It is given by an integral transform and uses a cohomo-
logical setting. The condition s . ±k/2 mod 1 in Theorem A restricts the spectral
parameter s to the values for which the discrete series representation is irreducible.
We refer to the full statement of this isomorphism in Theorem 7.1, Proposition 4.2
and their proofs.

In our present consideration we restrict to Γ = SL2(Z) for definiteness and sim-
plification of some steps. In particular, we may work with the Farey tesselation
of H, which is underlying both the transfer-operator-based deduction of the func-
tional equation above as well as some parts in the cohomological argumentations.
However, we expect that the tools we use here for the generalization of the weight-
zero results to arbitrary real weights can be adapted to non-cusp forms and other
discrete subgroups of G.

Jacobi Maass forms for ΓJ of index m ∈ Z, weight k ∈ R, eigenvalue parame-
ter s ∈ C and multiplier system φavk with φa being a character parameterized by
a ∈ Z mod 12, are smooth functions H × C → C that are eigenfunctions of certain
differential operators related to the Laplacian on H, that are of at most polynomial
growth, and that are invariant under the action |J

φavk ,k,m
, which is an extension of the

action on Maass forms to include the elliptic variable space C. We refer to Sec-
tion 8 for details and an alternative definition using the universal covering group.
The space of such Jacobi Maass forms is denoted AJ

k,m(s, φaχk). Asking for quick
decay instead of polynomial growth, defines the subspace of Jacobi Maass cusp
forms, denoted AJ,0

k,m(s, φaχk). We obtain the following generalization of Pitale’s
result, where ρa,m is a certain unitary representation of Γ which is associated to φa
and m, defined in (8.36).

Theorem B. Let m ∈ Z, m ≥ 1, a ∈ Z/12, k ∈ R and s ∈ C with Re s ≥ 0. Set s′ B
(s+1)/2 and k′ B k−1/2. Then the vector spacesAJ

k,m(s, φaχk) andAk′(s′, ρa,mvk′)
are isomorphic, as well as the vector spacesAJ,0

k,m(s, φaχk) andA0
k′(s′, ρa,mvk′).

Theorem B provides a theta decomposition, which generalizes Pitale’s result. It
is based on working with the universal covering group of GJ and Fourier expan-
sions. Indeed, the proof provides more insights into the isomorphism. We refer to
Theorem 8.3 and its proof for full details.
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The combination of (the full versions of) Theorem A and Theorem B yields
period functions for Jacobi Maass cusp forms.

Theorem C. Let m ∈ Z, m ≥ 1, s ∈ C and k ∈ R such that Re s ∈ [0, 1) and
s . ±k mod 2. Set s′ B (s + 1)/2 and k′ B k − 1/2. Then the vector spaces
A

J,0
k,m(s, φaχk) and FEωρa,mvk′ ,s′,k′

are isomorphic.

This result is stated as Corollary 8.4 in Section 8. As for Theorem A, the isomor-
phism between Jacobi Maass cusp forms and their period functions can be provided
rather explicitly via an integral transform. We refer to Proposition 8.5 for details.

This article is structured as follows. In Section 2 we introduce Maass forms and
Maass cusp forms for arbitrary real weight, first as functions on H and then as func-
tions on the universal covering group of G. We discuss their Fourier expansions,
and weight-increasing and weight-lowering between Maass forms, which yields
that only spectral parameters s with Re s ∈ (0, 1) need to be considered (Proposi-
tion 2.5). In Section 3 we discuss principal series representations and discrete se-
ries representations in the presence of arbitrary real weight. We further provide the
definition of period functions and show some first properties. In Section 4 we in-
tensify the discussion of period functions, provide the integral transform including
the generalization of all necessary ingredients, present the cohomology setting, in
particular the parabolic cocycles, and establish an explicit linear map from Maass
cusp forms to period functions (Proposition 4.2). In Section 5 we discuss the rela-
tion between slow/fast transfer operators and period functions. We obtain that, as in
the classical results, slow transfer operators determine the functional equation (and
some parts of the regularity conditions) of period functions, and fast transfer oper-
ators help to characterize the necessary regularity conditions. In Section 6 we start
working on showing that the linear map from Maass cusp forms to period functions
is indeed bijective by indeed inverting this map, i.e., the integral transform. To that
end we provide a kernel function for the inversion, and a boundary germ construc-
tion. In Section 7 we complete these efforts by constructing the inverse map from
period functions to Maass cusp forms. In Section 8 we provide a generalization
of Jacobi Maass forms to arbitrary real weight, we establish a theta decomposition
for them, allowing us to relate Jacobi Maass forms and vector-valued Maass forms
for real weight, and we apply our result on period functions for Maass cusp forms
to obtain period functions for Jacobi Maass cusp forms. Throughout we attempt to
follow the proofs in the previous results mentioned at the beginning of this intro-
duction as close as possible, and we emphasize the new tools and steps needed for
the generalizations.

Acknowledgement. The research of AP is funded by the Deutsche Forschungsge-
meinschaft (DFG, German Research Foundation) – project no. 441868048 (Priority
Program 2026 “Geometry at Infinity”). YC is partially supported by NRF2022R1-
A2B5B0100187113.
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2. Maass forms

We consider in Subsection 2.1 Maass forms first as functions on the complex up-
per half-plane that are eigenfunctions of a generalized Laplace operator, satisfy an
invariance relation and a growth condition, and we discuss their Fourier expansion
in Subsection 2.2.

For our purposes it is useful to consider Maass forms also as functions on a Lie
group covering SL2(R). We discuss this in Subsection 2.3. Further, the action of
the Lie algebra of SL2(R), in Subsection 2.4, can be used to relate Maass forms in
weights that differ by a multiple of 2. This leads to Proposition 2.5, which reduces
the set of eigenvalues of the Laplace operator that we have to consider.

2.1. Maass forms on the upper half-plane. We first discuss the concepts in-
volved in the definition of Maass forms, working with functions on the complex
upper half-plane H =

{
z ∈ C : Im z > 0

}
.

Differential equation. Maass forms of weight k ∈ R should be eigenfunctions of
the differential operator

(2.1) ∆k = −y
2 ∂2

x − y
2 ∂2
y + iky ∂x .

Here and further on we will tacitly write z ∈ H as z = x + iy with x ∈ R, y > 0.
For k = 0, the differential operator ∆0 is the hyperbolic Laplace operator on H. For
any k ∈ R the operator ∆k is elliptic, and all its eigenfunctions are real-analytic.
The operator ∆k makes sense on vector-valued functions by applying it on each
coordinate component. We follow the practice of parametrizing eigenvalues as
s(1 − s) with s ∈ C, and call s and 1 − s spectral parameters. Maass forms satisfy
the condition

(2.2) ∆ku = s(1 − s)u

for some s ∈ C.

Invariance under the modular group. For each g =
(

a
c

b
d

)
∈ SL2(R) =: G we use

the operator

(2.3) u 7→ u|kg ,
(
u|kg

)
(z) = e−ik arg(cz+d) u(gz) ,

where we take −π < arg(cz + d) ≤ π. By gz we mean az+b
cz+d . The operators can be

applied to vector-valued functions. The operators |kg commute with the operator
∆k.

For k ∈ R∖Z the operator |kg depends on the choice of the argument. This has the
consequence that for g = k(ϑ) B

(
cosϑ
− sinϑ

sinϑ
cosϑ

)
and z = i the factor e−ik arg(cosϑ−i sinϑ)

is right continuous in ϑ = −π, but not continuous if k < 2Z.
If k ∈ Z, then g 7→ |kg is a (right) representation of G in the functions on H:

(2.4) u|kg1g2 =
(
u|kg1

) ∣∣∣
k g2 (g1, g2 ∈ G) .

For k ∈ R ∖ Z this relation holds only up to a factor with absolute value 1. The
operators |kg with g ∈ G = SL2(R) generate a group, which depends on k. This
group is a homomorphic image of the universal covering group of SL2(R), which
we will discuss in Subsection 2.3.
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It is impossible to add a factor in the definition in (2.3) such that we arrive at a
representation of the group G. However we can turn γ 7→ |kγ into a representation
of the discrete subgroup Γ = SL2(Z) by writing

(2.5) u|vk ,kγ(z) = vk(γ)−1 e−ik arg(cz+d) u(γz) , with γ =
(
a
c

b
d

)
and the function vk : Γ→ C∗ given by

(2.6)
vk(γ) =

η2k(γz)
(cγz + dγ)k η2k(z)

,

η2k(z) = eπikz/6
∏
n≥1

(
1 − e2πinz

)2k
,

where η is the Dedekind eta function. For the multiplier system vk, we have in fact
an action of PSL2(Z) = Γ/{±I2} with I2 =

(
1
0

0
1

)
, since |vk ,kγ = |vk ,k(−γ) for all γ ∈ Γ.

We let Xρ = Cn for some n = n(ρ) ∈ Z≥1, and consider a unitary representation
ρ : Γ → U(Xρ) with respect to the standard inner product (x, y)ρ =

∑
l xlȳl of Cn =

Xρ. We obtain a representation on the Xρ-valued functions on H by

(2.7) u|ρvk ,kγ = ρ(γ)
−1 u|vk ,kγ .

When dealing with the Jacobi group we will obtain examples of representations
with these properties.

Growth conditions. On functions u that are invariant under |ρvk ,kΓ we impose
growth conditions at∞. A function u has polynomial growth if

(2.8) u(z) = O(ya) as y ↑ ∞

for some a ∈ R that may depend on u, uniform for x in compact sets in R. A
function u has exponential decay if for some a > 0

(2.9) u(z) = O
(
e−ay) as y ↑ ∞, uniformly for x in compact sets in R .

Definition 2.1. Let s ∈ C, k ∈ R, and ρ : Γ → U(Xρ) a finite-dimensional unitary
representation of Γ. The spaceAk(s, ρvk) of Maass forms of weight k, with spectral
parameter s and multiplier system ρvk consists of all smooth functions u : H → Xρ
that satisfy u|ρvk ,kγ = u for all γ ∈ Γ, the eigenfunction condition (2.2), and the
condition (2.8) of polynomial growth. The stronger condition (2.9) of exponential
decay determines the subspaceA0

k(s, ρvk) of Maass cusp forms.

The presence of −I2 =
(
−1

0
0
−1

)
in Γ requires attention. We have

(2.10) vk(−I2)e−ik arg(−1) = 1

from (2.6). Hence we get ρ(−I2)u(z) = u(z). So functions that are invariant under
|ρvk ,kΓ have values in the 1-eigenspace of ρ(−I2). We might avoid this by requiring
that ρ is a representation of PSL2(Z). However, the representation ρ might arise
naturally, and it might be inconvenient to tamper with it.

The concept of Maass form in the scalar-valued case for more general groups
than SL2(Z) is due to H. Maass, who called them non-analytic modular forms; see
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[21] and [22, p. 185]. For vector-valued Maass forms we may consult Roelcke [33,
34].

2.2. Fourier expansion. Let the function u : H → Xρ be equivariant under |ρvk ,kT
with T =

(
1
0

1
1

)
. The operator vk(T )ρ(T ) is unitary, and Xρ has an orthonormal basis

of eigenvectors
{
el : 1 ≤ l ≤ n(ρ)

}
of vk(T )ρ(T ). We take κl ∈ [0, 1) such that

ρ(T )vk(T )el = e2πiκl el. Writing u : H→ Xρ in the form

(2.11) u(z) =
∑

l

ul(z) el ,

we get n(ρ) component functions ul : H→ C.
If u ∈ A0

k(s, ρvk), then the functions ul have a Fourier expansion

(2.12) ul(z) =
∑

n≡κl mod 1,
n,0

cl(n)e2πinx Wε(n)k/2,s−1/2(4π|n|y) ,

with ε(n) = Sign(n). We note that n runs through a set of real numbers, not neces-
sarily integers. Since the W-Whittaker functions and their derivatives have expo-
nential decay, all derivatives of u with respect to x and y satisfy condition (2.9) of
exponential decay. Under less strict assumptions than the unitarity of ρ there still
is a Fourier expansion in which W-Whittaker functions are involved; see [13]. The
exponential decay of derivatives of Maass cusp forms goes through.

The Fourier terms of components ul of a function u : H → Xρ satisfying only
(2.2) and (2.7) are more general. For Re s > 0 any term with order n , 0 is a linear
combination of

(2.13) e2πinx Wε(n)k/2,s−1/2(4π|n|y) and e2πinx Mε(n)k/2,s−1/2(4π|n|y) .

The W-Whittaker function has exponential decay, and the M-Whittaker function
has exponential growth. The term of order 0 is for s , 1

2 a linear combination of
ys and y1−s, and for s = 1

2 a linear combination of y1/2 and y1/2 log y.
Fourier terms inherit growth conditions. A consequence is that if we replace the

condition of exponential growth of Maass cusp forms by u(z) = O
(
y−a) as y ↑ ∞

with a > max(Re s, 1−Re s), then we have Fourier expansions of the ul as indicated
in (2.12). This is the condition of quick decay. It is weaker than exponential decay,
but for Maass forms quick decay implies exponential decay.

2.3. Universal covering group. The weight k of a Maass form as defined in Def-
inition 2.1 is a parameter in the transformation behavior by elements of Γ. The
concept of Maass forms on a Lie group separates the weight and the Γ-invariance.
In the context of arbitrary real weights the Lie group to be used is the universal
covering group of SL2(R).

Description of the universal covering group. The Iwasawa decomposition of SL2(R)
writes each element of SL2(R) uniquely as p(z)k(ϑ), z ∈ H and ϑ ∈ R mod 2πZ,
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with

(2.14)
p(x + iy) =

(
y1/2

0
xy−1/2

y−1/2

)
x + iy ∈ H ,

k(ϑ) =
(

cosϑ
− sinϑ

sinϑ
cosϑ

)
ϑ ∈ R .

The universal covering group G̃ of G = SL2(R) is based on the covering

H × R→ H × R/2πZ ,

with the natural map R→ R/2πZ. There exists a unique Lie group G̃ consisting of
the elements p̃(z)k̃(ϑ) with z ∈ H and ϑ ∈ R with a group structure such that

(2.15) pr : p̃(z)k̃(ϑ) 7→ p(z)k(ϑ)

is a surjective Lie group homomorphism pr : G̃ → G with kernel

(2.16) Z̃2 =
{
k̃(2πn) : n ∈ Z

}
.

One finds a description of the group operations in [3, §2.2.1].
The map pr in (2.15) is a group homomorphism. There does not exist an inverse

group homomorphism, but we can choose a section g 7→ ℓ(g) from G to G̃ of the
homomorphism pr : G̃ → G by

(2.17) ℓ

(
a
c

b
d

)
= p̃

(ai + b
ci + d

)
k̃
(
− arg(ci + d)

)
.

We stress that the map pr ◦ ℓ is the identity on G, but pr is not invertible. Further
for all

(
a
c

b
d

)
∈ G we have

(2.18) ℓ

(
a
c

b
d

)
p̃(z)k̃(ϑ) = p̃

(az + b
cz + d

)
k̃
(
ϑ − arg(cz + d)

)
,

where we use the argument convention −π < arg(cz + d) ≤ π.

Weights and equivariance. A function f on G̃ has weight k ∈ R if it satisfies

(2.19) f
(
g̃k̃(ϑ)

)
= eikϑ f (g̃) for all g̃ ∈ G̃, ϑ ∈ R .

The representation of G̃ by right translation in the functions on G̃ is defined by

(2.20)
(
R(g̃1) f

)
(g̃) = f (g̃g̃1) .

Hence the function f on G̃ has weight k if the subgroup K̃ =
{
k̃(ϑ) : ϑ ∈ R

}
of G̃

acts according to the character k̃(ϑ) 7→ eikϑ of K̃. The representation of G̃ by left
translation of function on G̃ is given by

(2.21)
(
L(g̃1) f

)
(g̃) = f (g̃1g̃) .

As we do not apply g̃−1
1 in (2.21), this is a right representation:

L(g̃1g̃2) = L(g̃2)L(g̃1) .

Since left and right translations commute, left translation does not change the
weight of functions on G̃.
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Discrete subgroup. The discrete subgroup Γ = SL2(Z) ⊂ G has an inverse image
Γ̃ = pr −1Γ in G̃. The group Γ̃ is discrete in G̃, and it contains the center

(2.22) Z̃ =
{
k̃(πn) : n ∈ Z

}
of G̃. The group Γ̃ is equal to Z̃ ℓ(Γ). The group Γ̃ is generated by

(2.23) T̃ = p̃(i + 1) and S̃ = k̃(−π/2) ,

which implies that

(2.24)
T̃ = ℓ(T ) with T =

(
1
0

1
1

)
,

S̃ = ℓ(S ) with S B
(
0
1
−1

0

)
.

The relations for Γ̃ are determined by

(2.25) S̃ 2T̃ = T̃ S̃ 2 and
(
T̃ S̃ )3 = S̃ 2 .

Suppose that a function f ∈ C∞(G̃) is left-invariant under Γ̃ and has weight k.
Since S̃ 2 is central in G̃ we have

f (g̃) = f
(
S̃ 2g̃

)
= f

(
g̃S̃ 2) = e−πik f (g̃) .

Hence we have f = 0 if k ∈ R ∖ Z. Thus, for general real weights, functions on
G̃ cannot be left invariant under Γ̃, and hence we have to be content to work with
functions that are left equivariant for a suitable character of Γ̃, for instance for the
character χk determined by

(2.26) χk(T̃ ) = eπik/6 , χk(S̃ ) = e−πik/2 .

Then we deal with χk-equivariant functions of weight k that satisfy

(2.27) f
(
γ̃g̃) = χk(γ̃) f (g̃) γ̃ ∈ Γ̃, g̃ ∈ G̃ .

Functions on H and on G̃. For any u ∈ C∞(H) and any weight k ∈ R we define
Ψku ∈ C∞(G̃) by

(2.28) (Ψku)
(
p̃(z)k̃(ϑ)

)
= eikϑ u(z) .

The function Ψku has weight k. Moreover, the operator |kg in (2.3) corresponds to
left translation on G̃:

(2.29) Ψk
(
u|kg

)
= L

(
ℓ(g)

)
Ψku for all g ∈ G .

The operator Ψk works for vector-valued functions as well as for scalar-valued
functions. We have vk(γ) = χk

(
ℓ(γ)

)
for all γ ∈ Γ. If ρ is a representation of Γ in

Cn, then we define ρ(γ̃) B ρ(pr γ̃) for all γ̃ ∈ Γ̃. With (2.7) we get

(2.30) Ψk
(
u|ρvk ,kγ

)
= ρ(γ)−1L(γ)Ψku .
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2.4. Lie algebra and differential operators. The groups G and G̃ have isomor-
phic neighborhoods of the unit element, and hence they have the same Lie algebra
g, with complexification gc = C⊗R g. We use the notations of Berndt and Schmidt,
in particular for the basis {Z, X+, X−} of the complexified Lie algebra. See [2, p. 12].

The Lie algebra gc acts on C∞(G̃) by differentiation on the right. This action
commutes with left translation. This holds in particular for the following operators,
in the coordinates given by (x, y, ϑ)↔ p̃(x + iy)k̃(ϑ).

(2.31)

Z = −i∂ϑ ,

X+ = e2iϑ
(
2iy ∂z −

i
2
∂ϑ

)
= e2iϑ

(
iy ∂x + y ∂y −

i
2
∂ϑ

)
X− = e−2iϑ

(
−2iy ∂z̄ +

i
2
∂ϑ

)
= e−2iϑ

(
−iy ∂x + y ∂y +

i
2
∂ϑ

)
.

The differential operator Z detects the weight of functions. With the commutator
relations in gc (see [2, p. 12]) we check that X+ shifts the weight up by 2, and X−
shifts down by 2. We have the second order element

(2.32) ∆ = −X−X+ −
1
4

Z2 −
1
2

Z = −X+X− −
1
4

Z2 +
1
2

Z ,

which is known to commute with all elements of gc. The operator ∆ is called the
Casimir operator; it corresponds to the differential operator

(2.33) −y2
(
∂2

x + ∂
2
y

)
+ y ∂x∂ϑ .

On functions of weight k the operator ∆ acts as

(2.34) −y2
(
∂2

x + ∂
2
y

)
+ iky ∂x ,

which is the operator ∆k in (2.1).
Now we are ready to use the operator Ψk to transform Definition (2.1) into an

equivalent definition of Maass forms as functions on G̃. We put

ã(y) B p̃(iy) = ℓ
[
y1/2

0
0
y−1/2

]
.

Definition 2.2. Let s ∈ C, k ∈ R, and ρ : Γ → U(Xρ) a finite-dimensional unitary
representation of Γ. The space Ak(s, ρχk) of Maass forms on G̃ of weight k, with
spectral parameter s and representation χkρ consists of all smooth functions

f : G̃ → Xρ

that satisfy
(a) R

(
k̃(ϑ)

)
f = eikϑ f for all ϑ ∈ R,

(b) L(γ̃) f = ρ(γ̃)−1 χk(γ̃) f for all γ̃ ∈ Γ̃,
(c) ∆ f = s(1 − s) f ,
(d) f

(
ã(t)g̃

)
= O(ta) as t ↑ ∞ uniform for γ̃ in compact sets in G̃ for some

a ∈ R.
If we replace condition (d) by f

(
ã(t)g̃

)
= O(t−a) as t ↑ ∞, uniform for γ̃ in

compact sets in G̃ for all a ∈ R, then f is a Maass cusp form.
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Weight shifting operators. The operator ∆ preserves the weight of functions on G̃,
and corresponds to the operator ∆k on H.

The operator X+ transforms functions of weight k into functions of weight k+2.
It corresponds to the operator X+,k = 2iy ∂z +

k
2 on H, which we can see with the

following computation:

X+(Ψku)(z, ϑ) = e2iϑ
(
2iy ∂z −

i
2
∂ϑ

)(
u(z)eikϑ

)
= 2iy

∂u
∂z

(z)ei(k+2)ϑ + u(z)
k
2

ei(k+2)ϑ

=
(
2iy
∂u
∂z

(z) +
k
2

u(z)
)

ei(k+2)ϑ

=
(
Ψk+2

(
2iy∂z +

k
2

)
u
)
(z, ϑ) .

We leave to the reader the analogous computation for X− to see that X− corresponds
to X−,k = −2iy ∂z̄ −

k
2 . The operators X+,k and −X−,k correspond to the operators in

[33, (3.1), (3.2)]. Working with Maass forms on the group we have the following
results.

Lemma 2.3. The weight shifting operators satisfy

(2.35) X± : A0
k(s, χkρ)→ A0

k±2(s, χkρ) .

We note that the weight changes, but that the representation χkρ of Γ̃ stays the
same.

Proof. We apply the operator X±,k corresponding to X± to the Fourier expansion
in (2.12). This leads to an expression in the Whittaker function and its derivative.
The contiguous relations for Whittaker functions allow to show that we get a mul-
tiple of the expression for the Fourier expansion in weight k ± 2. The absolute
convergence of the Fourier expansion gives an estimate of the growth of the coef-
ficients cl(n) that is strong enough to show convergence of the sum of derivatives,
and it leads to exponential decay of the resulting sum. □

Lemma 2.4. The operators X±X∓ act inA0
k(s, χkρ) as multiplication by the factor

(s ∓ k/2)(s − 1 ± k/2).

Proof. The operator Z acts in A0
k′(s, χkρ) as multiplication by k′. The operator ∆

acts as multiplication by s(1 − s). A computation based on (2.32) gives the actions
of X±X∓. □

If s . k
2 mod 1 and s . − k

2 mod 1 the product (s∓ k/2)(s− 1± k/2) is non-zero,
and hence

(2.36) X±,k : A0
k(s, ρvk)→ A0

k±2(s, ρvk)

is a bijection. (Note that the multiplier system ρvk is preserved under X±,k.) This
shows that if we know one space A0

k(s, ρvk) with s . ± k
2 mod 1, then we know

A0
k′(s, ρvk) for all k′ ≡ k mod 2.
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Proposition 2.5. Let s ∈ C, s . ± k
2 mod 1. Define ν ∈ [0, 2) by ν ≡ k mod 2. If

the spaceA0
k(s, ρvk) is non-zero, then

(2.37)

s ∈
1
2
+

(
iR ∖ {0}

)
,

or

 ν2 < s < 1 − ν2 if ν ∈ [0, 1) ,
1 − ν2 < s < ν2 if ν ∈ [1, 2) .

This follows from [33, Satz 3.1], which implies that

(2.38) −s(2 − s) ≤ −
k′

2

(
1 +

k′

2

)
for all k′ ≡ k mod 2. For k′ = ν this equality is stronger than for all other k′ ≡
ν mod 2.

3. Principal series representation

In [7], the representation of G underlying the modules used in the cohomology
of Γ is the discrete series representation. Handling arbitrary real weights requires
some care.

Operators on the real projective line. The action of G on H by fractional linear
transformations extends to an action on the projective line P1

R, which is the bound-
ary of H.

By an open interval in P1
R we mean an open connected subset I ⊂ P1

R that is not
equal to P1

R and has more than one point. The set R is an open interval in P1
R, and

intervals (α, β) in R with α < β ∈ R are intervals in P1
R as well. If α > β, then we

have the open interval (α, β)c = (α,∞) ∪ {∞} ∪ (−∞, β).
Let s ∈ C and k ∈ R, and let g =

(
a
c

b
d

)
∈ G. For functions φ on an open subset

I ⊂ P1
R we define φ|ps

s,kg on g−1I by

(3.1)

(
φ|

ps
s,kg

)
(t) = (a − ic)−s+k/2 (a + ic)−s−k/2

( t − i
t − g−1i

)s−k/2

·
( t + i
t − g−1(−i)

)s+k/2
φ(gt) ,

where we use −π ≤ arg(a− ic) < π and −π < arg(a+ ic) ≤ π. (In this way φ|ps
s,kk(ϑ)

is right-continuous in ϑ = −π, like we have in (2.3).)

The function t 7→ φ(gt) is again a function on P1
R. The function t 7→

(
t−i

t−g−1i

)s−k/2

is well-defined on P1
R. In fact it determines a holomorphic function on P1

C
mi-

nus a path from i to g−1i in H. Similarly, the other factor is holomorphic on P1
C

outside a path in the lower half-plane. These two factors are real-analytic on P1
R.

So |ps
s,kg sends real-analytic functions on I to real-analytic functions. It also sends

Cp-functions to Cp-functions for p = 0, 1, . . . ,∞. Tensoring C with Xρ we get
operators

(3.2)
(
φ|

ps
ρvk ,s,k

γ
)
(t) = ρ(γ)−1 vk(γ)−1 (φ|ps

s,kγ)(t)
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for each γ ∈ Γ, and have

(3.3) φ|
ps
ρvk ,s,k

(γ1γ2) =
(
φ|

ps
ρvk ,s,k

γ1
)
|
ps
ρvk ,s,k

γ2

for γ1, γ2 ∈ Γ.
In this way we arrive at the Γ-equivariant sheafVω

ρvk ,s,k
of analytic functions on

P1
R with values in Xρ, and on larger equivariant sheavesVp

ρvk ,s,k
of p times continu-

ously differentiable functions, with p = 0, 1, 2, . . . ,∞. The action of γ ∈ Γ is given
by

(3.4) |
ps
ρvk ,s,k

γ : Vωρvk ,s,k(I)→Vωρvk ,s,k(γ−1I) .

The space of global sections Vω
ρvk ,s,k

(P1
R) is Γ-invariant for this action. This is the

principal series representation twisted by ρvk. Similar remarks hold for the larger
sheavesVp

ρvk ,s,k
of p times continuously differentiable functions.

We note that |ps
s,k(−I2) is multiplication by e−πik, independent of s. From vk(−I2) =

e−πik we conclude that |ps
ρvk ,s,k

(−I2) is just application of the operator ρ(−I2)−1 =

ρ(−I2). (We use that ρ is a representation of Γ, and −I2 ∈ Γ is its own inverse.) For
any set I ⊂ P1

R the 1-eigenspace of |ps
ρvk ,s,k

(−I2) inVω
ρvk ,s,k

(I) is independent of s and
k.

3.1. Period functions. The period functions that we want to relate to Maass cusp
forms in A0

k(s, ρvk) form a subspace ofVω
ρvk ,s,k

(0,∞) with several additional prop-
erties.

Action of −I2. Like for Maass cusps forms, we want period functions to have values
in the 1-eigenspace of ρ(−I2). This implies that

(3.5)
(
f |ps
ρvk ,s,k

S
)
|
ps
ρvk ,s,k

S = f

for a period function f , for S =
(

0
1
−1

0

)
.

Three term relation. We want the period functions to satisfy the three term relation

(3.6) f = f |ps
ρvk ,s,k

T + f |ps
ρvk ,s,k

T ′ ,

where T ′ =
(

1
1

0
1

)
= S T−1S . This relation goes back to the three term relation in

Lewis’s paper [18].
For f ∈ Vω

ρvk ,s,k
(0,∞), the terms on the right hand side of (3.6) are elements of

Vω
ρvk ,s,k

(−1,∞) andVω
ρvk ,s,k

(
(0,−1)c

)
. In the relation these two terms are understood

to be restricted to (0,∞).

Continuous extension. The period functions attached to Maass cusp forms by
Lewis and Zagier [20] determine real-analytic functions on (0,∞) that satisfy the
three term relation (3.6) with ρvk = 1, Re s ∈ (0, 1), and k = 0, and have estimates
at the boundary points of (0,∞). By [7, Theorem B and Proposition 14.2] these
functions have, in the projective model used in this paper, a smooth extension f to
P1
R satisfying f |ps

1,s,0S = − f . In particular, limx↓0 f (x) and limx↑0 f (x) exist and are
equal, and analogously for the one-sided limits at∞.
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Here we require that the limits

(3.7) a∞( f ) = lim
t↑∞

f (t) and a0( f ) = lim
t↓0

f (t)

exist, and satisfy

(3.8) a0( f ) = −ρ(S )a∞( f ).

We note that f |ps
ρvk ,s,k

S is defined on (∞, 0)c. We have for t < 0:(
f |ps
ρvk ,s,k

S
)
(t)

(3.1)
= ρ(S )−1vk(S )−1(−i)k/2−s i−s−k/2 f (−1/t)

(2.6)
= ρ(S )−1(−i)−k eπi(−k) f (−1/t)
t↑0
−→ ρ(S )a∞( f ) .

So (3.8) ensures that the real-analytic function − f |ps
ρvk ,s,k

S on (∞, 0)c has the same
limit for t ↑ 0 as the real-analytic function f on (0,∞) for t ↓ 0. This implies that

(3.9) t 7→

 f (t) for t > 0 ,
−
(
f |ps
ρvk ,s,k

S
)
(t) for t < 0 ,

extends as a continuous function on R.
Applying |ps

ρvk ,s,k
S gives a similar continuous extension across∞. One can check

that the three term equation on (0,∞) implies that it also holds on (∞,−1)c and on
(−1, 0).

Holomorphic extension. A real-analytic function on (0,∞) is locally on (0,∞)
given by power series, and hence extends holomorphically to a complex neighbor-
hood of (0,∞). For period functions we require that the extension is possible to a
wedge of the form

(3.10) Wδ =
{
t ∈ C ∖ {0} : | arg t| < δ

}
.

We note that the extensions of the three functions in the three term relation (3.6)
may extend to different domains. The relation extends only to a connected neigh-
borhood of (0,∞).

Definition 3.1. The space FEωρvk ,s,k of period functions is the linear space of ele-
ments f ∈ Vω

ρvk ,s,k
(0,∞) that

(a) f has values in the 1-eigenspace of |ps
ρvk ,s,k

(−I2).
(b) f satisfies the three-term relation (3.6).
(c) f has limits at 0 and∞ as indicated in (3.7) and (3.8).
(d) f has a holomorphic extension to a wedge Wδ for some δ ∈ (0, π/2).

The period functions in [7, p. 85] are characterized by a boundary condition,
equivalent to O(1) at 0 and ∞ in the projective model used here. It is equivalent
to the existence of asymptotic expansions at 0 and ∞. The existence of limits in
part (c) is easier to handle, and leads to the same space of period functions.

Our aim is to establish a relation between Maass cusp forms in A0
k(s, ρvk) and

period functions in FEωρvk ,s,k.
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The properties required in parts (b) and (d) in Definition 3.1 allow us to apply
the bootstrap method method in [20, Chap III.4, p. 240].

Proposition 3.2. Each period function f ∈ FEωρvk ,s,k has a holomorphic extension
to C′ = C ∖ (−∞, 0].

Proof. Condition (d) implies that f is holomorphic on a wedge

Wδ =
{
z ∈ C′ : | arg(z)| < δ

}
for some small δ > 0. For each z ∈ C′ we can use the three term relation (3.6)
to express f (z) as a finite sum of translates f |ρvk ,s,kγ(z) with γ in the semigroup
generated by T and T ′ such that f (γz) is in Wδ. □

In the following result we use the orthonormal eigenbasis el of Xρ, for the scalar
product (·, ·)ρ, and the parameters κl ∈ [0, 1) introduced in §2.2.

Lemma 3.3. Let f ∈ FEωρvk ,s,k. If κl = 0, then
(
ρ(T ′)−1vk(T ′)−1 f (1), el

)
ρ
= 0.

Proof. We take the limit as t ↑ ∞ of the three term equation, and project it to the
line in Xρ spanned by el:

a∞( f ) = ρ(T )−1vk(T )−1 1s−k/2 1−s−k/2 a∞( f )

+ ρ(T ′)−1vk(T ′)−1 (1 − i)−s+k/2 (1 + i)−s−k/2 1s−k/2 1s+k/2 f (1) ,(
a∞( f ), el

)
ρ = e−2πiκl (a∞( f ), el

)
ρ + 2−s i−k/2 (

ρ(T ′)−1vk(T ′)−1 f (1), el
)
ρ .

For κl = 0 this gives the assertion in the lemma. □

We do not know how ρ(T ′) acts on the eigenbasis for ρ(T ), and further simplifi-
cation seems hard.

4. Period functions

In this section we show that we can associate a period function to each Maass
cusp form. We follow the approach in [7] for weight 0, and adapt it to arbitrary
real weights.

4.1. Poisson kernel. The function R(t; z)s in [7, §2.2] can be generalized as the
scalar-valued function on P1

R × H

(4.1) Rs,k(t, z) = ys
( t − i
t − z

)s−k/2 ( t + i
t − z̄

)s+k/2
.

As a function of t it is real-analytic on P1
R, and as a function of z it is real-analytic

on H. It satisfies

(4.2) ∆−kRs,k(t, ·) = s(1 − s) Rs,k(t, ·) .

For g ∈ G

(4.3)
(
Rs,k|

ps
s,kg

)
|−kg =

(
Rs,k|−kg

)
|
ps
s,kg = Rs,k .

To see this we note that the operator |ps
s,kg acts on the variable t, and the operator |−kg

on the variable z. Hence these operators commute. We carry out the computation
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for
(

a
c

b
d

)
near the unit element of G. Then the handling of powers of complex

quantities is not hard. The relation extends by analyticity. The action of
(
−1
0

0
−1

)
is multiplication by e−πik for |ps

s,k and multiplication by eπik for |−k; so there is no
difficulty on the region of discontinuity.

We write jk(g, z) = (cgz+ dg)−k and Jps
s,k(g, t) for the factor before φ(gt) in (3.1).

With (4.3) we see for γ ∈ Γ:

vk(γ)−1Jps
s,k(γ, t) v−k(γ)−1 j−k(γ, z) Rs,k(γt, γz) = Rs,k(t, z) ,

vk(γ)−1Jps
s,k(γ, t)

(
Rs,k(γt, ·)|v−k ,−kγ

)
(z) = Rs,k(t, z) ,

vk(γ)−1Jps
s,k(γ, t) Rs,k(γt, z) = Rs,k(t, ·)|v−k ,−kγ

−1(z) ,

Rs,k(·, z)|ps
vk ,s,k
γ (t) = Rs,k(t, ·)|v−k ,−kγ

−1 (z) .(4.4)

4.2. Green’s form. The generalization of the differential form [u, v] in [7, (1.9)]
is

(4.5)

[
u1, u2

]
k =

(∂u1

∂z
u2 +

k
4iy

u1u2
)

dz +
(
u1
∂u2

∂z̄
−

k
4iy

u1u2
)

dz̄

= −2i
(
(X+,ku1)v2 dz + u1(X−,−kv2) dz̄

)
,

for u1, u2 ∈ C∞(H) (or for smooth functions on an open subset of H).
Some properties are

d
(
u1u2

)
=

[
u1, u2

]
k +

[
u2, u1]−k ,(4.6)

d
[
u1, u2]k =

(
u1 ∆−ku2 − u2 ∆ku1

) dz dz̄
−4y2

.(4.7)

If u1 is an eigenvector of ∆k and u2 is an eigenvector of ∆−k with the same eigen-
value, then

[
u1, u2

]
k is a closed 1-form. For all g ∈ G we have

(4.8)
[
u1|kg, u2|−kg

]
k =

[
u1, u2

]
k ◦ g ,

where ◦g means the substitution z 7→ gz. We can write it as
[
u1, u2

]
k|0g.

These properties go through if one of u1 and u2 is vector-valued. Then the
products involved in the formulas make sense, and the relations hold for each com-
ponent of the vector-valued function.

Let u1 be vector-valued with values in Xρ, and let u2 be scalar-valued. Then we
have for γ ∈ Γ

(4.9)
[
u1|ρvk ,kγ, u2|v−k ,−kγ

]
k = ρ(γ)

−1 [
u1, u2

]
k ◦ γ .

Disk model. The upper half-plane is isomorphic as a complex variety with the
unit disk by the map z 7→ w = z−i

z+i with inverse w 7→ z = i 1+w
1−w . In the proof of

Proposition 6.3 it will be convenient to use the formulation of the Green’s form on
the unit disk:

(4.10)

[
a, b

]
k =

( ∂a
∂w

b +
k(1 − w̄)

2(1 − w)(1 − |w|2)
ab

)
dw

+
(
a
∂b
∂w̄
+

k(1 − w)
2(1 − w̄)(1 − |w|2)

ab
)

dw̄ .
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4.3. Differential form. For smooth functions u : H → Xρ we have a differential
form of degree 1 with values in the real-analytic functions P1

R → Xρ:

(4.11) ηs,k(u) =
[
u,Rs,k

]
k .

This is a differential form on H with values in the functions on P1
R. If we want to

stress the role of the variables, we write ηs,k(u; z, t) =
[
u(z),Rs,k(t, z)

]
k. If ∆ku =

s(1 − s) u, then ηs,k(u) is a closed form. (Use (4.7) and (4.2).)
For Maass cusp forms u ∈ A0

k(s, ρvk), we have for z1, z2 ∈ H and for γ ∈ Γ

(4.12)
∫ γ−1z2

γ−1z1

ηs,k(u) =
∫ z2

z1

ηs,k(u)|ps
ρvk ,s,k

γ

as can be checked as follows:∫ z2

z1

ηs,k(u)|ps
ρvk ,s,k

γ = ρ(γ)−1 vk(γ)−1
∫ z2

z1

[
u,Rs,k

∣∣∣ps
s,k γ

]
k

by (3.2)

= ρ(γ)−1 vk(γ)−1
∫ z2

z1

[
u,Rs,k

∣∣∣
−k γ

−1
]
k

by (4.4)

= ρ(γ)−1 vk(γ)−1
∫ z2

z1

[
u|ρvk ,kγ

−1,Rs,k
∣∣∣
−k γ

−1
]
k

since u ∈ A0
k(s, ρvk)

=

∫ z2

z1

[
u

∣∣∣
k γ
−1,Rs,k

∣∣∣
−k γ

−1
]
k

by (2.7) and

(ρvk)(γ−1)−1 = (ρvk)(γ)

=

∫ z2

z1

[
u,Rs,k

]
k ◦ γ

−1 by (4.9)

=

∫ γ−1z2

γ−1z1

ηs,k(u) .

4.4. Cocycles attached to Maass cusp forms. For u ∈ A0
k(s, ρvk) we put

(4.13) cu(z1, z2) =
∫ z2

z1

ηs,k(u) for z1, z2 ∈ H .

This function on H × H has values in the Γ-module Vω
ρvk ,s,k

(P1
R), and it does not

depend on the choice of the path from z1 to z2. It satisfies the homogeneous cocycle
relations

(4.14)
cu(z1, z2) + cu(z2, z3) = cu(z1, z3) for z1, z2, z3 ∈ H ,

cu(γ−1z1, γ
−1z2) = cu(z1, z2)|ps

ρvk ,s,k
γ for z1, z2 ∈ H, γ ∈ Γ .

So cu is a cocycle in Z1(Γ;Vω
ρvk ,s,k

(P1
R)

)
. (See the discussion in [7, §6.1].) This

definition does not need a growth condition, and it works for more automorphic
forms than cusp forms.

Parabolic cocycles. If u is a cusp form, then it has exponential decay as y ↑ ∞, and
the same holds for its derivatives. This implies that

∫ ∞
z1
ηs,k(u) converges absolutely

and does not depend on the path from z1 ∈ H to∞.
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The cusps of Γ = SL2(Z) form the set P1
Q
⊂ P1

R. Each cusp ξ is of the form
ξ = γ∞ for some (non-unique) γ ∈ Γ. The invariance of u under |vk ,kΓ implies that
ηs,k(u) has fast decay when approaching any cusp of Γ. So we can form integrals∫ ξ

z1
ηs,k(u) for any cusp ξ, and also integrals between two cusps. In this way we get

(4.15) cu
par(ξ1, ξ2) =

∫ ξ2

ξ1

ηs,k(u) for ξ1, ξ2 ∈ P1
Q .

The function cu
par on P1

Q
× P1
Q

has properties analogous to (4.14). It requires some
work to determine its regularity properties. Working out

[
u,Rs,k(t, ·)

]
k we see that

cu
par(ξ1, ξ2) is real-analytic at all points of P1

R ∖ {ξ1, ξ2}.
The behavior at t = ξ1 and t = ξ2 has to be considered. By the transformation

behavior under Γ we can reduce the consideration to integrals
∫ ∞

z ηs,k(u). Pro-
ceeding in the same way as in [7, Proposition 9.7] we can show that it is C∞ in a
neighborhood of∞ in P1

R. Here we are content to have continuity.

In a notation analogous to the notations in [7], we define the Γ-moduleVω
0,0
ρvk ,s,k

(P1
R)

as the space of functions in the space V0
ρvk ,s,k

(P1
R) of continuous functions that re-

strict to an element of Vω
ρvk ,s,k

(
P1
R ∖ E

)
for a finite set E ⊂ P1

Q
. For cu

par(ξ1, ξ2) the
set E can be taken as {ξ1, ξ2}.

The index par in

(4.16) cu
par ∈ Z1

par
(
Γ;Vω

0,0
ρvk ,s,k

(P1
R)

)
indicates parabolic. For each ξ ∈ P1

Q
there is an infinite subgroup of Γ fixing ξ. For

ξ = ∞ this is the subgroup generated by T and −I2. This has the consequence that
cocycles on P1

Q
× P1
Q

do not compute the usual cohomology groups H1(Γ; ·), but the
parabolic cohomology groups H1

par(Γ; ·).

4.5. The period function of a Maass cusp form.

Proposition 4.1. Let u ∈ A0
k(s, ρvk). We put P(u) = cu

par(0,∞).

(a) P(u) has values in the 1-eigenspace of |ps
ρvk ,s,k

(−I2).
(b) P(u) = −P(u)|ps

ρvk ,s,k
S = P(u)|ps

ρvk ,s,k
T + P(u)|ps

ρvk ,s,k
T ′.

(c) P(u) is real-analytic on (∞, 0)c∪(0,∞), with a continuous extension across
0 and∞.

(d) P(u) has a holomorphic extension to C ∖ iR.
(e) If ξ1, ξ2 ∈ P1

Q
, then there is a finite number of elements γ j ∈ Γ such that

(4.17) cu
par(ξ1, ξ2) =

∑
j

P(u)|ps
ρvk ,s,k

γ j .

Proof. Statements (a) and (c) are specializations of properties already observed for
integrals cu

par(ξ1, ξ2) with general ξ1 and ξ1 in P1
Q

.
We can take the path of integration from 0 to∞ for P(u) as the positive imaginary

axis. Then we obtain part (d).
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−2 −1 0 1 2

Figure 1. The Farey tesselation.
This tesselation of H consists of all Γ translates of the hyperbolic
triangle with corner points 0,∞, and 1.

By (4.12) ∫ ∞

0
ηs,k(u)|ps

ρvk ,s,k
S =

∫ 0

∞

ηs,k(u) = −
∫ ∞

0
ηs,k(u) .

This gives the first relation in (b). For the other relation we use∫ ∞

0
ηs,k(u)|ps

ρvk ,s,k
(
T + T ′

)
=

∫ ∞

−1
ηs,k(u) +

∫ −1

0
ηs,k(u) =

∫ ∞

0
ηs,k(u) .

We use the well-known Farey tesselation (sketched in Figure 1). The endpoints
of the edges run through P1

Q
. Each edge is the translate γe0,∞ for some γ ∈ Γ, where

e0,∞ denotes the path from 0 to ∞. We note that e∞,0 = S −1e0,∞. Each vertex is
connected to∞ by a path along finitely many edges of the tesselation. (Use a Farey
sequence with bounded denominators to see this.) In this way we get for each pair
(ξ1, ξ2) ∈ P1

Q
a finite path

∑
j γ j e0,∞ from ξ1 to ξ2. We use this to obtain part (e). □

Proposition 4.2 (Period function of Maass cusp form).
(i) For P(u) as in Proposition 4.1, its restriction to (0,∞) defines pf(u) by

(4.18) pf(u) B P(u)|(0,∞)

This determines a linear map pf : A0
k(s, ρvk)→ FEωρvk ,s,k. We call pf(u) the

period function associated to u.
(ii) For each f ∈ FEωρvk ,s,k there is a unique element p ∈ Vω

0,0
ρvk ,s,k

(P1
R) for which

properties (a), (b) and (c) in Proposition 4.1 hold, with restriction p|(0,∞)
equal to f .

Proof. Definition 3.1 of the space FEωρvk ,s,k of period functions has been arranged
in such a way that the restriction of P(u) to (0,∞) is a period function.

Conversely, any period function f has a unique extension p ∈ Vωs,k
(
R ∖ {0}

)
sat-

isfying p|ρvk ,s,kS = −p. The limits in condition (c) in Definition 3.1 imply that p
extends as a continuous function on P1

R, hence p ∈ Vω
0,0
ρvk ,s,k

(P1
R). Separate compu-

tations on (∞,−1)c and (−1, 0) show that p satisfies the three term relation. The
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extension to C′ given in Proposition 3.2 shows that f extends holomorphically to
the right half-plane. Then the action of S gives the holomorphy on the left half-
plane. □

The cocycle cu
par on P1

Q
× P1
Q

has the property that cu
par(0,∞) cannot be changed

by adding a coboundary db where b : P1
Q
→ V

ω0,0
ρvk ,s,k

is equivariant under Γ, as the
following lemma indicates:

Lemma 4.3. Let s , 0. Each f ∈ Vω
0,∞
ρvk ,s,k

is analytic on (α,∞) for some α ≥ 0. If
f |ps
ρvk ,s,k

T = f on (α,∞), then f = 0.

Proof. The first statement follows from the fact that f is real-analytic on P1
R except

at finitely many cusps of Γ.
Let fl be a component function of f in the decomposition in (2.11). For all t > α

(4.19)
fl(t) = e2πimκl

( t − i
t − i + m

)s−k/2 ( t + i
t + i + m

)s+k/2
fl(t + m) for m ∈ Z≥0

∼ e2πimκl m−2s (t2 + 1)2s fl(∞) as m→ ∞ .

If s , 0, then this implies that f is the zero function. □

Role of k. At least for s . k
2 mod 1 we know that all spaces A0

k′(s, ρvk) with
k′ ≡ k mod 2 are related by the weight shifting operators; see (2.36). We do not
know the effect of the weight shifting operators on the associated period functions.

5. Transfer operators

Proposition 4.2 shows we can associate period function to Maass cusp forms. In
the introduction we indicated that discretization of the geodesic flow on the sphere
bundle of Γ\H leads to transfer operators. Here we discuss such transfer operators,
and show that their eigenfunctions with eigenvalue 1 lead to period functions.

5.1. Slow transfer operator. We denote by Cωρ (I) the space of real-analytic func-
tions on the interval I ⊂ P1

R with values in the 1-eigenspace of |ps
ρvk ,s,k

(−I2).
The transfer operators that we will discuss act on functions in C∞ρ (0,∞). Let

Γ′ be the semigroup in Γ generated by T and T ′. Since δ−1(0,∞) ⊃ (0,∞) for
each δ ∈ Γ′, the operator |ps

ρvk ,s,k
δ followed by restriction to (0,∞) is well defined on

Cωρ (0,∞); it is not a bijection. The restriction is understood in the formulas.

Definition 5.1. The slow transfer operator is

Lρvk ,s,k : Cωρ (0,∞)→ Cωρ (0,∞) , f 7→ f |ps
ρvk ,s,k

(
T + T ′

)
.

The period functions in Definition 3.1 are 1-eigenfunctions of the slow transfer
operator. Since in the definition of Cωρ (I) there are no conditions on the behavior
near the boundary points, there may be many more 1-eigenfunctions of the slow
transfer operator than period functions.
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5.2. One-sided averages. We need results concerning the Lerch transcendent in
(5.1) below. Proposition 5.2 below was shown in [5], starting from results of
Kanemitsu, Katsurada and Oshimoto in [15] and Katsurada [16]. See also [12,
Proposition A.1]. Lagarias and Li [17] give further going information on the Lerch
transcendent.

Proposition 5.2. The Lerch transcendent

(5.1) H(s, ζ, z) =
∑
n≥0

ζn (z + n)−s

converges absolutely for α > 0, Re s > 1, |ζ | ≤ 1.
(i) Meromorphic extension in (s, z)

(a) If ζ = 1, then (s, z) 7→ H(s, 1, z) has a first order singularity along
s = 1.

(b) If |ζ | = 1, ζ , 1, then (s, z) 7→ H(s, 1, z) is holomorphic on C ×
(C ∖ (−∞, 0]).

(ii) Asymptotic behavior. For |ζ | = 1 and s ∈ C and N ∈ Z≥0 there is an
expansion

(5.2) H(s, ζ, z + 1/2) =
N−1∑
n=−1

Cn(ζ, s) z−n−s + O
(
|z|−N−Re s)

on any region δ − π ≤ arg(z) ≤ π − δ, 0 < δ ≤ π.
Furthermore, if ζ , 1, then

(5.3) C−1(ζ, s) = 0 .

The following lemma defines so-called one-sided averages, which we will use
to define the fast transfer operator.

Lemma 5.3. Let α, β ∈ R satisfy β < α.
(a) For all s ∈ C with Re s > 1

2 the one-sided averages

(5.4)

(
f |ps
ρvk ,s,k

Av+
)
(t) =

∞∑
m=0

(
f |ps
ρvk ,s,k

T m)
(t) ,

(
f |ps
ρvk ,s,k

Av−
)
(t) = −

∑
m≤−1

(
f |ps
ρvk ,s,k

T m)
(t)

converge absolutely for all f ∈ Cωρ
(
(α, β)c

)
and define

f |ps
ρvk ,s,k

Av+ ∈ Cωρ
(
α,∞) and f |ps

ρvk ,s,k
Av− ∈ Cωρ

(
(∞, β + 1)c

)
.

(b) The operators |ps
ρvk ,s,k

Av+ and |ps
ρvk ,s,k

Av− commute with |ps
ρvk ,s,k

T.
(c) For f ∈ Cωρ

(
(α, β)c) the function f |ps

ρvk ,s,k
Av+|ps

ρvk ,s,k
(1 − T ) is equal to the

restriction of f to (α,∞), and the function f |ps
ρvk ,s,k

Av−|ps
ρvk ,s,k

(1− T ) is equal
to the restriction of f to (∞, β)c.

(d) For each f ∈ Cω
(
(α, β)c

)
the functions (s, t) 7→

(
f |ps
ρvk ,s,k

Av±
)
(t) are real-

analytic in (s, t) and holomorphic in s on the region of (s, t) with Re s > 1
2 ,

and t ∈ (α,∞), respectively t ∈ (∞, β + 1)c.
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Proof. Similar results are proved earlier, in slightly differing contexts; see e.g., [5,
§4] and [9, §7.6].

We note that∞ ∈ (α, β)c. The function f is bounded on a neighborhood of∞ in
P1
R. Absolute convergence follows directly from

(5.5)
(
f |ps
ρvk ,s,k

T m)
(t) =

( t − i
t − i + m

)s−k/2 ( t + i
t + i + m

)s+k/2
e−πimk/6 ρ(T−m) f (t + m)

and the fact that the eigenvalues of the unitary operator ρ(T ) in Xρ have absolute
value 1. The other statements follow by rearranging the order of the infinite sums,
and the observation that the absolute convergence is uniform for (s, t) in compact
sets. □

Proposition 5.4. Let f ∈ Cω
(
(0,−1)c

)
.

(i) The functions (s, t) 7→
(
f |ps
ρvk ,s,k

Av±
)
(t) extend as real-analytic functions on{

(s, t) ∈ C× (0,∞)
}
, respectively

{
(s, t) ∈ C× (∞, 0)c

}
that are meromorphic

in s with at most first order singularities in s = n
2 with n ∈ Z≤1.

A singularity at s = 1
2 occurs if and only if there exists an eigenvector el

of ρ(T ) with κl = 0 and
(
f (∞), el

)
ρ , 0.

(ii) The assertions in (b), (c) and (d) in Lemma 5.3 stay valid for the extensions.
(iii) We apply to f the decomposition (2.11). There are asymptotic expansions

of the form

(5.6)

(
fl|

ps
ρvk ,s,k

Av+
)
(t) ∼

N−1∑
n=−1

Cn,l(s)t−n + O(t−N) as t ↑ ∞ ,

(
fl|

ps
ρvk ,s,k

Av−
)
(t) ∼

N−1∑
n=−1

Cn,l(s)t−n + O(t−N) as t ↓ −∞ ,

for each N ∈ Z≥0.

Proof. The general approach in [5, 7, 9] goes through with some adaptations.
We have to work with the components fl in the decomposition (2.11), and if

κl , 0, the factor e−2πimκl lead to the Lerch transcendent instead of the Hurwitz
zeta function. The factors

(
t−i

t−i+m

)s−k/2
and

(
t+i

t+i+m

)s+k/2
have a more complicated

expansion in terms of powers of t +m. Taking this into account, we can follow the
approach in [5, §4.2] to prove the theorem. □

5.3. Fast transfer operator. Let f ∈ Cωρ (0,∞). Then the function f |ps
ρvk ,s,k

T ′ is a
function in Cω

(
(0,−1)c

)
. So this function satisfies the condition in Lemma 5.3, and

we can form the fast transfer operator

(5.7) Lfast
ρvk ,s,k f =

(
f |ps
ρvk ,s,k

T ′
)
|
ps
ρvk ,s,k

Av+ =
∑
n≥0

f |ps
ρvk ,s,k

T ′T n .

Proposition 5.5. The series in the definition of Lfast
ρvk ,s,k

f in (5.7) converges abso-
lutely for Re s > 1

2 .
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(i) The family s 7→ f |ps
ρvk ,s,k

extends meromorphically to s ∈ C with at most first
order singularities at points of 1

2Z≤1.
A first order singularity occurs at s = 1

2 if and only if there is an eigen-
vector el of vk(T ) ρ(T ) with κl = 0 for which

(5.8)
(
ρ(T ′)−1 vk(T ′)−1 f (1), el

)
ρ
, 0 .

(ii) For all values of s for which Lfast
ρvk ,s,k

f is holomorphic it defines a function
in Cω(0,∞) with an asymptotic behavior as indicated in (5.6).

(iii) For all f ∈ Cωρ

(5.9)
(
Lfast
ρvk ,s,k f

)
|
ps
ρvk ,s,k

(1 − T ) = f |ps
ρvk ,s,k

T ′ =
(
Lρvk ,s,k f

)
|
ps
ρvk ,s,k

(1 − T ) .

(iv) If f is a 1-eigenfunction of Lfast
ρvk ,s,k

then f is a 1-eigenfunction of Lρvk ,s,k.

Proof. Most of these assertions follow directly from Proposition 5.4. The relations
in (5.9) and part (iv) follow from Definition 5.1 and assertion (c) in Lemma 5.3. □

Proposition 5.6. Let s ∈ C ∖ 1
2Z≤0. If f ∈ FEωρvk ,s,k, then f is a 1-eigenfunction of

the fast transfer operator Lfast
ρvk ,s,k

.

Proof. Let f ∈ FEωρvk ,s,k. Lemma 3.3 and part (i) of Proposition 5.5 show that the
fast transfer operator Lfast

ρvk ,s,k
f is holomorphic at s = 1

2 .
By part (b) in Definition 3.1 and (5.9) we have(

Lfast
ρvk ,s,k f − f

)
|
ps
ρvk ,s,k

(1 − T ) = 0 .

So the difference p = Lfast
ρvk ,s,k

f − f is invariant under |ps
ρvk ,s,k

T . Like in the proof of
Lemma 4.3 we have, now for t ∈ (0,∞),

(5.10) p(t) = vk(T )q ρ(T )q
( t − i
t − i + q

)s−k/2 ( t + i
t + i + q

)s+k/2
p(t + q) ,

for all q ∈ Z. The limit as t ↑ ∞ of f exists by condition (c) in Definition 3.1, and
the expansion of Lfast

ρvk ,s,k
f can have a term with t1, see (5.6). Thus, if p , 0 then it

satisfies p(t) ∼ Amtm as t ↑ ∞ for some m ∈ Z≤1 and some Am , 0. We go over to
the eigendecomposition (2.11). Taking t0 ∈ (0,∞) such that pl(t0) , 0 we have

(5.11)

pl(t0) = e2πiqκl
( t0 − i
t0 − i + q

)s−k/2 ( t0 + i
t0 + i + q

)s+k/2
pl(t0 + m)

∼ (t0 − i)s−k/2(t0 + i)s+k/2e2πiqκl q−2s Am (t0 + q)m

∼ (t0 − i)s−k/2(t0 + i)s+k/2 Am e2πiqκl qm−2s as q ↑ ∞ .

This is possible only if s = m
2 ∈

1
2Z≤1. In the statement of the proposition these

values of s are excluded. Hence p = 0 and Lfast
ρvk ,s,k

f = f . □
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6. Analytic boundary germs

The step from parabolic cohomology to Maass forms in [7, §12] is carried out
by going over from principal series modules of analytic functions of P1

R to isomor-
phic modules of analytic boundary germs. The latter modules allow us to use the
geometry of the upper half-plane to construct Maass forms from cocycles.

6.1. Kernel function. In the construction of period functions associated to Maass
cusp forms we used the Poisson kernel Rs,k defined on P1

R × H. We need to replace
it by a kernel function on H × H with similar properties.

Here it is useful to work on the universal covering group, discussed in §2.3.
We first describe a function Qs,k on G̃ ∖ K̃, where K̃ =

{
k̃(ϑ) : ϑ ∈ R

}
. We

have the polar decomposition G̃ ∖ K̃ = K̃Ã+K̃, with Ã =
{
ã(y) : y > 0

}
and

Ã+ =
{
ã(y) : y > 1

}
, ã(y) = p̃(iy).

Lemma 6.1. Let s ∈ C and k ∈ R satisfy s < 1
2Z≤1 ∪

(
− k

2 + Z
)
∪

(
k
2 + Z

)
. There is

a function Qs,k ∈ C∞(G̃ ∖ K̃) satisfying
(a) Qs,k

(
k̃(ϑ1)ã(y)k̃(ϑ2)

)
= eik(ϑ1+ϑ2)Qs,k

(
ã(y)

)
.

(b) ∆Qs,k = s(1 − s) Qs,k.
(c) Qs,k

(
a(y)

)
= O

(
y−s) as y→ ∞.

(d) Qs,k
(
ã(y)

)
= − log(1 − v) h1(v) + h2(v) for v = 4y

(y+1)2 , with C∞-functions h1

and h2 on a neighborhood of 1 in R, and h1(1) = 1.
(e) Qs,k(g−1) = Qs,−k(g) for g ∈ G̃ ∖ K̃.

Proof. Functions on G̃ satisfying a generalization of condition (a) are needed to
describe the polar expansion of scalar-valued Maass forms at the point i ∈ H. They
are given in [3, 4.2.6 and 4.2.9] in terms of u = (y−1)2

4y . Condition (b) imposes a
hypergeometric differential equation, with a two-dimensional solutions space. For
the expansion of Maass forms we need a solution that is C∞ at y = 1. Here we
need a solution with a singularity at y = 1 that is small for Re s ≥ 1

2 as y ↑ ∞ and
y ↓ 0. A multiple of the solution µk(i, ks + 1/2) in [3, p. 4.2.6] is the one that we
need here.

Using (a) and (b) we obtain

(6.1)
Qs,k

(
k̃(ϑ1)ã(y)k̃(ϑ2)

)
=
Γ(s − k/2)Γ(s + k/2)

Γ(2s)
eik(ϑ1+ϑ2)

· vs 2F1

[
s − k/2, s + k/2

2s

∣∣∣∣ v] , v =
4y

(y + 1)2 .

The singularities of the solution are avoided by the condition on s and k in the
lemma. Since the hypergeometric function is holomorphic at v = 0 with value 1,
we get property (c). There is a logarithmic singularity at v = 1. The gamma factors
have been chosen such that the hypergeometric function is − log(1 − v) as v ↑ 1.
This leads to assertion (d).

The function Qs,k
(
ã(y)

)
is invariant under y 7→ 1/y. With(

k̃(ϑ1)ã(y)k̃(ϑ2)
)−1
= k̃(−ϑ2)ã(1/y)k̃(−ϑ1)
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this implies assertion (e). □

Proposition 6.2. Let s ∈ C, k ∈ R, and s < 1
2Z≤1 ∪

(
− k

2 + Z
)
∪

(
k
2 + Z

)
. There is a

kernel function qs,k with the following properties:

(i) qs,k ∈ C∞
({

(z1, z2 ∈ H
2 ; z1 , z2

})
,

(ii) ∆kqs,k(z1, ·) = s(1 − s) qs,k(z1, ·), and ∆−kqs,k(·, z2) = s(1 − s) qs,k(·, z2),
(iii) qs,k(z2, z1) = qs,−k(z1, z2),
(iv) qs,k

(∣∣∣
−k ×

∣∣∣
k

)
g = qs,k for all g ∈ G. Here |−kg acts on the first variable

and |kg on the second variable.

Proof. We take for z1 , z2 ∈ H

(6.2) qs,k(z1, z2) = Qs,k
(
p̃(z1)−1p̃(z2)

)
,

with p̃(z) ∈ G̃ as discussed in §2.3. This satisfies assertion (i). Relation (iii) follows
from Lemma 6.1(e).

The differential operator ∆ in (2.32) commutes with left translation, and corre-
sponds to ∆k in (2.1) on functions in weight k. This implies that ∆kqs,k(z1, ·) =
s(1 − s)qs,k(z1, ·). With (iii) this implies ∆−kqs,k(·, z2) = s(1 − s)qs,k(·, z2) as well.

We have for all g̃ ∈ G̃

Qs,k
(
p̃(z1)−1p̃(z2)

)
= Qs,k

((
g̃p̃(z1)

)−1g̃p̃(z2)
)
.

Hence assertion (iv) follows from (2.29). □

Use of the disk model. Let z1 ∈ H be near to i and z2 = i. Then w1 =
z1−i
z2+i is near to

0. Taking ϑ1 =
1
2 arg(w1) and ϑ2 = ϑ1 −

π
2 + arg(z + i) we can check that

(6.3) p̃(z1) = k̃(ϑ1)ã(t)k̃(ϑ2) ,

with t = 1+|w1 |
1−|w1 |

. Then p̃(z1) = k̃(ϑ1)ã(t)k̃(ϑ2) with ϑ1 + ϑ2 =
π
2 − arg(z + i).

Hence

(6.4) qs,k(z1, i) = Qs,−k
(
p̃(z)1)

)
= e−ik(ϑ1+ϑ2) Qs,−k

(1 + |w1|

1 − |w1|

)
.

6.2. Integration with the kernel function. We generalize the integral formula in
[7, Theorem 1.1], proved in [6, Theorem 3.1] (quoted in [7] as Theorem 2.1).

Proposition 6.3. Let C be a piecewise smooth positively oriented simple closed
curve in H and let U be an open region in H containing the curve C and its interior.
If u ∈ C∞(U) satisfies ∆ku = s(1 − s)u, then for z2 ∈ H ∖C

(6.5)
∫

C

[
u, qs,k(·, z2)

]
k =

2πi u(z2) if z2 is inside C ,
0 if z2 is outside C .

Proof. With (4.5) we have a differential form
[
u, qs,k(·, z2)

]
k on U ∖ {z2}, which is

closed by (4.7) and Proposition 6.2(ii). The integral∫
C

[
u, qs,k(·, z2)

]
k
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does not change if we deform the path C continuously in U ∖ {z2}. In particular,
the integral is zero if z2 is outside C. We proceed under the assumption that z2 is
inside C.

Let us take g = p(z2) ∈ G, with p(x+ iy) = pr p̃(x+ iy) =
(

1
0

x
1

) (
y1/2

0
0
y−1/2

)
. Then

z2 = gi, and C1 = g
−1C encircles i once, contained in the open set g−1U containing

i. With (4.8) we obtain

(6.6)
∫

C

[
u, qs,k(·, z2)

]
k =

∫
C1

[
u|kg, qs,k(·, i)

]
k .

We shrink the curve C1 to a small hyperbolic circle around i.
We use the disk model, with coordinate w = z−i

z+i . Then we can take C1 as
a circle around w = 0 with radius O(ε) and let ε ↓ 0. We use the description
(4.10) for the Green’s form. The function a corresponds to u, and the function b to
z1 7→ qs,k(z1, i). By Lemma 6.1(d) we obtain

b = (1 − w)k/2(1 − w̄)−k/2
(
−h1(1 − ww̄) log(ww̄) + h2(1 − ww̄)

)
= O(log ε) ,

∂w̄b =
−1
2w̄

(1 − w)−k/2(1 − w̄)k/2−1
(
kw̄h2(1 − |w|2)

− h1(1 − |w|2)
(
kw̄ log |w|2 + 2w̄ − 2

)
− 2|w|2(1 − w̄)

(
h′1(1 − |w|2) log |w|2 − h′2(1 − |w|2)

))
=
−1
2
w̄−1

(
2 + O(ε log ε)

)
.

We write w = εeiφ. The first term in (4.10) is

(6.7)
(
(∂wa) b +

k(1 − w̄)
2(1 − w)(1 − |w|2)

ab
)

dw = O
(
log ε

)
iε eiφ dφ = o(1) ,

and does not contribute to the integral. The second term is(
a (∂w̄b) +

k(1 − w)
2(1 − w̄)(1 − |w|2

ab
)

dw̄

=
(
−a ε−1eiφ + a O(log ε) + O(log ε)

)
(−iε)e−iφ dφ

This gives in the limit ε ↓ 0 for the total integral the value

2π a(0) = 2πi
(
u|lp̃(z2)

)
(i) = 2πi ek·0u(z2) . □

6.3. Boundary germs. In Proposition 4.2 we associated to a Maass cusp form
in A0

k(s, ρvk) a 1-cocycle cu
par on P1

Q
× P1
Q

with values in the module Vω
0,0
ρvk ,s,k

(P1
R),

which containsVω
ρvk ,s,k

(P1
R) and is contained inV0

ρvk ,s,k
(P1
R). To go back from period

functions to Maass cusp forms we go over to modules of boundary germs that are
isomorphic to the principal series modulesVω

ρvk ,s,k
(P1
R).

Sheaves related to eigenfunctions of ∆k. For each open set Ω ⊂ H we put

(6.8) Es,k(Ω) =
{
f ∈ C∞(Ω) : ∆k f = s(1 − s) f

}
.

This defines a sheaf Es,k on H.
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We turn to subsets Ω ⊂ P1
C

that have a non-empty intersection with H. We put
Bs,k(Ω) = Es,k(Ω) if Ω ⊂ H, and if Ω ∩ P1

R , ∅, then we put

(6.9)

Bs,k(Ω) =
{
f ∈ Es,k(Ω ∩ H) : the function F(z) = Φs,k(z) f (z)

on Ω ∩ H extends to a real-analytic function on Ω
}
,

Φs,k(z) = y−s (z + i)s+k/2 (z̄ − i)s−k/2 .

The argument of z + i is in [0, π] for z ∈ H ∪ R, and the argument of z̄ − i is in
[−π, 0]. In the coordinate w = z−i

z+i

(6.10) Φs,k(w) = 42 eπik/2 (1 − w)−k/2 (1 − w̄)k/2 (
1 − |w|2

)−s .

Remarks.

(1) Any f ∈ Es,k(Ω ∩ H) is real-analytic, since ∆k is an elliptic operator. It is
far from sure that for f ∈ Es,k(Ω∩H) the function Φs,k f has a real-analytic
continuation to Ω. The analyticity of the continuation is an additional re-
quirement. It determines f uniquely on all open connected subsets of Ω
that contain Ω ∩ H.

(2) An example is the function z 7→ ys, which is in B
({

z ∈ C : Im z > −1
})

,
where the restriction Im z > −1 arises from the singularity of Φs,k at −i.

(3) Another example, defined on the region |z| > 1, is f (z) = Im (−1/z)s, which
leads to F(z) =

(
1 + i/z

)s (1 − i/z̄)s.

Definition 6.4. The space of analytic boundary germs on an open set I ⊂ P1
R is

(6.11) Wω
s,k(I) = lim

Ω
→

Bs,k(Ω) ,

where Ω runs over the open sets in P1
C

that contain I.

For I = P1
R the elements ofWω

s,k(P1
R) are represented by real-analytic functions

on an annulus 1 − ε <
∣∣∣∣ z−i
z+i

∣∣∣∣ < 1 + ε such that ∆k f = s(1 − s) f on 1 − ε <
∣∣∣∣ z−i
z+i

∣∣∣∣ < 1.
The use of the direct limit in (6.11) implies that for representatives f1 ∈ Bs,k(Ω1)

and f2 ∈ Bs,k(Ω2) of φ, the functions F1 = Φs,k f1 and F2 = Φs,k f2 have real-
analytic extensions that coincide on Ω1 ∩ Ω2. This implies that I 7→ Wω

s,k(I) is a
sheaf.

Definition 6.5. The restriction morphism ress,k : Wω
s,k → V

ω
s,k is induced by as-

signing to f ∈ Bs,k(Ω) the restriction of F = Φs,k f to Ω ∩ P1
R.

For example the function h(z) = ys in Bs,k
(
{z ∈ C : Im z > −1}

)
leads to the

restriction x 7→ (x + i)s+k/2(x − i)s−k/2, which is analytic on R.

Lemma 6.6. For each g ∈ G the operators |kg : Bs,k(Ω) → Bs,k(g−1Ω) with Ω ⊃ I
induce an operator |kg : Wω

s,k(I)→Wω
s,k(g−1I). Furthermore,

(6.12) (ress,kφ)|ps
s,k f = ress,k

(
f |kg

)
.
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We note that principal series action |ps
s,kg on the sections ress,kφ ofVωs,k is related

to the action |kg on boundary germs. The latter action does not depend on s.

Proof. The existence of the operators |kg follows from the direct limit definition of
Wω

s,k(I).

For g =
(

a
c

b
d

)
near to I2 ∈ G a check of (6.12) is a long but straightforward

computation. For the right hand side we know that the quantity Fg(z) defined by

(6.13) Fg(z) = Φs,k(z) e−ik arg(cz+d) f (gz)

for z ∈ g−1Ω ∩ H extends to g−1Ω. For the left hand side we have

(6.14) F(z) = Φk,s(z) f (z)

on Ω ∩ H, and we know that it extends to Ω. We can eliminate f from the relation,
and end up with a relation in terms of z and z̄. Working out this relation takes some
care with powers of complex quantities with complex exponents, but for g ≈ I2 this
causes no problems. Then we substitute z = t and z̄ = t with t ∈ g−1I, and observe
that we get the factor in (3.1). The resulting relation extends as the equality of two
multi-valued real-analytic functions on G. We have chosen the branches for |kg and
|
ps
s,kg in the same way. □

The restriction morphism is not a morphism of G-equivariant sheaves. Tensoring
with Xρ we get a morphism of Γ-equivariant sheaves ress,k : Wω

ρvk ,s,k
→Vω

ρvk ,s,k
.

Proposition 6.7 (Kernel functions Rs,k and qs,k). For 2s . k mod 2

(6.15)

(
ress,kqs,k(z1, ·)

)
(t) = b(s, k)Rs,k(t, z1) ,

b(s, k) = eπik/2
Γ(s − k/2)Γ(s + k/2)

Γ(2s)
.

Proof. In part (iv) of Proposition 6.2 the kernel function qs,k transforms with weight
−k in z1 and with weight k in z2. The Poisson kernel Rs,k(t, z) transforms with
weight −k in z, and with a principal series action of weight k in t; see (4.3).
This shows that it is sensible to compare the functions z2 7→ qs,k(z1, z2) and t 7→
Rs,k(t, z1).

The transformation behavior of both kernels implies that it suffices to take z1 = i.
We denote the gamma factors in (6.1) by

(6.16) Gf =
Γ(s − k/2)Γ(s + k/2)

Γ(2s)
,

and obtain with (6.1)

qs,k(i, z) = (1 + iz̄)k/2 (1 − iz)−k/2 Gf
( y

|z + i|2
)s

2F1
( y

|z + i|2
)
,

Φs,k(z) = y−s(z + i)s+k/2 (z̄ − i)s−k/2 ,

F(z) = eπik/2 Gf 2F1
( y

|z + i|2
)
.
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The hypergeometric factor equals 1 for y = 0, hence we get F(x) = eπik/2 Gf not
depending on x ∈ R, and then also for x = ∞ by analytic continuation. Thus,

(6.17)
(
ress,kqs,k(i, ·)

)
(t) = eπik/2 Gf .

We observe in (4.1) that Rs,k(t, i) = 1, which completes the proof. □

Theorem 6.8. Let s ∈ C ∖ Z≤0, and 2s , ±k. The restriction morphism

ress,k : Wω
s,k →V

ω
s,k

is bijective and
(
ress,k f

)
|
ps
s,kg = ress,k

(
f |kg

)
for all g ∈ G for representatives f of

sections ofWω
s,k.

If ress,kφ ∈ W
ω
s,k(I) extends holomorphically to a convex neighborhood Ω in P1

C

of the open interval I ⊂ P1
R not containing i and −i and symmetric under complex

conjugation, then φ can be represented by f ∈ Bs,k(Ω) for the same neighbor-
hood Ω.

Proof. Lemma (6.6) gives the intertwining property of the operators |kg. Hence we
can work with sections over an interval I contained in R. Let f ∈ Bs,k(Ω) represent
a section φ ∈ Wω

s,k(I). Near I we have

(6.18) Φs,k(x + iy) = y−s α(x, y) ,

with α(x, y) =
(
x + iy + i

)s+k/2 (
x − iy − i

)s−k/2. Since the factor α is real-analytic
without zeros on the strip |y| < 1 in H, the function

(6.19) H(x, y) = y−s f (x, y) = F(x, y)/α(x, y)

is also real-analytic on Ω, and we can work with H instead of F.
For the injectivity we suppose that φ = 0 on I, and have to show that then H = 0

on a neighborhood of I in C. The differential equation ∆k f = s(1− s) f implies that
H satisfies

(6.20) −y2
(
∂2

xH + ∂2
yH

)
− 2sy ∂yH + iky ∂xH = 0 .

Since H is real-analytic there is for each x ∈ I an expansion
∑

n≥0 an(x)yn converg-
ing to H(x, y) for y in an open interval containing 0. (This interval may depend
on x.) Inserting this into the differential equation we get

(6.21) an(x) =


ik
2s a′0(x) if n = 1 ,

ika′n−1(x) − a′′n−2(x)
n(2s + n − 1)

if n ≥ 2 .

(We use that s < Z≤0.)
Since a0(x) = φ(x), the function an can be written as

(6.22) an(x) = pn φ
(n)(x) ,

with coefficients depending on s and k. If φ = 0, then H vanishes on a neighbor-
hood of I. Hence the restriction map is injective. (In the case k = 0 there is a nice
formula for the an in [6, (5.15)]. We did not try to find a similar formula for general
real weights.)
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In [6, §5.2] the surjectivity of the restriction is shown in two ways: With a power
series expansion (Theorem 5.6 in [6]) and with an integral representation (Theorem
5.7 in [6]). Here we try to generalize the latter approach.

Let Ω be a neighborhood of I with the properties indicated in the theorem. For
given φ ∈ Vω

ρvk ,s,k
(I) extending holomorphically to Ω we put

(6.23) f (z) =
1

i22s−1b(s, k)

∫ z

t=z̄
R1−s,−k(t; z)φ(t)

dt
1 + t2 ,

initially for Re s > 1
2 |k|. The corresponding function F in (6.9) is

F(z) = Φk,s(z) f (z) =
1

i22s−1b(s, k)

∫ z

t=z̄
(z + i)s+k/2 (z̄ − i)s−k/2

·
( t − i
t − z

)1−s+k/2 ( t + i
t − z̄

)1−s−k/2
φ(t)

dt
t2 + 1

=
1

i22s−1b(s, k)

∫ i

t=−i
(x + iy + i)s+k/2 (x − iy − i)s−k/2

·
( ty + x − i

t − i

)−s+k/2 ( ty + x + i
t + i

)−s−k/2
φ(x + yt)

dt
1 + t2 .

It is clear that the integral converges absolutely for Re s sufficiently large, and that
it describes a real-analytic function in z = x + iy. We take the value at y = 0:

(6.24)
F(x) =

1
i22s−1b(s, k)

(x + i)s+k/2 (x − i)s−k/2φ(x)

·

∫ i

t=−i

( x − i
t − i

)−s+k/2 ( x + i
t + i

)−s−k/2 dt
1 + t2 = φ(x) .

Under the assumption that Re s is large, this shows that φ occurs as the restriction
of f . That is the surjectivity of ress,k. Moreover, if φ is holomorphic on a set
Ω as indicated in the theorem, then F is real-analytic on Ω, and furthermore f ∈
Es,k

(
Ω ∩ H

)
.

The integral

(6.25)
∫ i

t=−i

( ty + x − i
t − i

)−s+k/2 ( ty + x + i
t + i

)−s−k/2
φ(x + yt)

dt
1 + t2

is holomorphic in (s, k) ∈ C2 on the region Re s > |Re k|/2. We aim at a mero-
morphic continuation for (s, k) ∈ C2. As t runs from −i to i the term ty + x runs

from t− = z̄ to t+ = z. The factor
(

ty+x−i
t−i

)−s+k/2
is holomorphic on P1

C
except for a

path from t+ = z to i, which we choose as indicated in Figure 2. The other factor is
well-defined outside the path from t− = z̄ to −i in the figure.

We replace the integration over [−i, i] in (6.25) by integration over the Pochham-
mer contour P sketched in Figure 2. For Ω with the properties mentioned in the
theorem we can arrange that the contour P is contained in Ω. The paths from t±
to ±i are important only on the contour. A given choice of p± can be used for z
varying over compact sets.



32 ROELOF BRUGGEMAN, YOUNGJU CHOIE, AND ANKE POHL

r

r

r

r

t+

t−

i

−i

�
�

�

6
d

?c
@
@
@

6
b

?a

Figure 2. Pochhammer contour

We conclude that

(6.26)
∫

t∈P

( ty + x − i
t − i

)−s+k/2 ( ty + x + i
t + i

)−s−k/2
φ(x + yt)

dt
1 + t2

depends analytically on (s, k, z) ∈ C2 ×Ω, holomorphically depending on (s, k).
To relate the outcome of (6.26) to the outcome of (6.25) we take Re s > 1

2 |Re k|.
Then we can compute the integral over the Pochhammer contour as a linear com-
bination of four integrals from −i to i. We take the arguments in such a way that at
t = 0 on part a the argument of ty+x−i

t−i = arg(1 + ix) ∈ (0, π), and the argument of
ty+x+i

t+i is equal to arg(1 − ix) ∈ (−π, 0). That is the choice of the arguments that we
use in the computation of (6.24). In this way the transition from (6.25) to (6.26)
amounts to multiplication by

−1 + e−2πis−πik − e−2πik + e2πis−πik = 4e−πik/2 sin
(
π

k
2
− πs

)
sin

(
π

k
2
+ πs

)
.

Hence f and F have a meromorphic extension in (s, k) with singularities occurring
only in s = ± k

2 . □

6.4. Restriction and one-sided averages. Let β < α. Based on a fixed function
φ ∈ Cωρ

(
(α, β)c

)
we have the meromorphic family

s 7→ fs(z) = res−1
s,kφ (z) =

1
b(s, k)

∫ z

t=z̄
R1−s,−k(t, z)φ(t)

dt
1 + t2 .
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Like in [7, Lemma 4.6] we can try to get the lower row of the following scheme:

(6.27) φ
Av+ //

res−1
s,k

��

φ|
ps
ρvk ,s,k

Av+

res−1
s,k
��

fs
Av+? // res−1

s,k
(
φ|

ps
ρvk ,s,k

Av+
)

We formulate the result that we will use later on.

Lemma 6.9. Let Re s > 0, and denote

Ω± = P
1
C ∖

{
z ∈ C :

∣∣∣∣z ± 1
2

∣∣∣∣ ≤ 1
2

}
,

Υ± =
{
z ∈ C : ±Re z > 0

}
.

See Figure 3.
Suppose that h± ∈ Xρ ⊗Bs,k(Ω±) and that the associated real-analytic functions

H± = Φs,kh± on Ω± satisfy
(
F±(∞), el

)
ρ = 0 for all basis elements el with κl = 0.

(See §2.2.) Then

(6.28) f±|ρvk ,kAv± =


∑

m≥0 f+|ρvk ,kT m

−
∑

m≤−1 f−|ρvk ,kT m

are well-defined elements of Xρ ⊗ Bs,l(Υ±) which satisfy

(6.29) ress,k
(
f±|ρvk ,kAv±

)
=

(
ress,k f±

) ∣∣∣ps
ρvk ,s,k

Av± .

Moreover, for l = 1, . . . , n(ρ):

(6.30)
(
f±|ρvk ,kAv±(x + iy), el

)
ρ = O

(
y−s)

as y ↑ ∞, uniform for x in compact sets in Υ± ∩ R.

−1 0

Ω+

0

Υ+

Figure 3. Domains Ω+ and Υ+ in Lemma 6.9.

Proof. The definition of |ρvk ,kAv± follows the same scheme as the definition of
|
ps
ρvk ,s,k

. Only the power series F± at ∞ is in the variables z and z̄. In the region
of convergence the correspondence (6.29) is clear. It extends by analytic continua-
tion in s.
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In (6.30) we are interested in the asymptotic behavior as y = Im z ↑ ∞, whereas
part (iii) of Proposition 5.4 concerns expansions for t approaching∞ through R.

It suffices to consider the component f±,l(z) =
(
f±(z), el

)
ρ, and the corresponding

component F±,l = Φs,k f±,l. The function F±,l is given by a power series in (z+ i)−1

and (z̄−1 − i)−1 that converges on a neighborhood of∞ in P1
C

.
If F±,l(∞) = 0 we have

F±,l(z) = Φs,k(z) f±,l(z) = O
(
ys((y + 1)2 + x2)−s−1/2) .

This gives in the + case for x ≥ 0 and y ↑ ∞∑
m≥0

e−2πimκl f±,l(z + m) ≪ ys
∑
m≥0

(
y2 + (x + m)2)−s−1/2

≪ y−s
∫ ∞

t=x
(1 + t2)−s−1/2 = O(y−s) .

For the − case, replace
∑

m≥0 by −
∑

m≤−1.
We treat the constant term of F±,l at ∞ separately. This needs to be done only

for κl , 0.
∞∑

m=0

e2πimκl Φs,k(z + m)−1 =
∑
m≥0

e−2πimκl ys (z + m + i)−s−k/2 (z̄ + m − i)−s+k/2

= ys
∑
m≥0

e−2πimκl (z + m)−2s
(
1 + O

(
(z + m)−1)) .

The O-term gives a convergent sum for Re s > 0 with the estimate O(y−s) like
above. The main term is ys times the Lerch transcendent H(2s, e−2πiκl , z); see (5.1).
We apply the asymptotic behavior in Proposition 5.2(ii) to z = x + iy with x in a
compact set, and y ↑ ∞. Since ζ = e−2πiκl , 1, the expansion starts with z−2s. This
gives the desired result.

The individual terms in the sum (6.28) correspond to the individual terms with
ress,k f . In the region of absolute convergence the relation in (6.29) is clear. This
relation extends analytically in s. □

7. From period functions to cuspidalMaass forms

In Sections 2–4 we carried out the following steps

u 7→ ηs,k(u) 7→ cu
par 7→ cu

par(0,∞)|(0,∞)

∈ A0
k(s, ρvk) see (4.11) (P1

Q
)2 →V

ω0,0
ρvk ,s,k

(P1
R) ∈ FEωρvk ,s,k

In this section the aim is to go from a period function to an automorphic form,
using cocycles with values in the boundary germs, instead of in analytic functions
on intervals in P1

R. We state the main theorem.

Theorem 7.1. Let k ∈ R and s ∈ C such that Re s ∈ (0, 1) and s . ±k/2 mod 1.
Let ρ be a finite-dimensional unitary representation of Γ = SL2(Z). Then the linear
map A0

k(s, ρvk) → FEωρvk ,s,k given by u 7→ cu
par(0,∞)|(0,∞) with cu

par(·, ·) as in (4.15)
is bijective.
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We emphasize that the proof of Theorem 7.1 provides the inverse map. How-
ever, the statement of the inverse map is rather involved; it involves a transition
to boundary germs. The proof is split into a number of steps. At the end of this
section we give a recapitulation. In this section we use s, k and ρ as indicated in
the theorem.

Use of the Farey tesselation. We use the Farey tesselation Ft illustrated in Figure 1.
By XFt

0 we denote the set of vertices, by XFt
1 the set of edges eξ,η in the tesselation,

and by XFt
2 the set of cells. The group Γ̄ = Γ/{±I2} acts on these sets, and XFt

0 = Γ∞,
XFt

1 = Γ e0,∞, and XFt
2 = ΓC0,∞,−1, where C0,∞,−1 denotes the cell with vertices 0,∞

and −1. For each e ∈ XFt
1 we choose an orientation, and use eη,ξ = −eξ,η to handle

the opposite orientation. Since S e0,∞ = e∞,0 = −e0,∞, all oriented edges can be
written as γ−1e0,∞ with a unique γ ∈ Γ̄.

Like in [7, §11.1, 11.3] the complex FFt
• = C[XFt

• ] forms a resolution of Γ̄-
modules that leads to the parabolic cohomology groups H j(FFt

• ; M
)
� H j

par
(
Γ̄; M

)
,

j = 0, 1, 2, of Γ̄-modules M. (Here we do not need the mixed cohomology groups
used in [7].) Furthermore, H j

par
(
Γ̄; M

)
= H j

par
(
Γ; M

)
for modules in which the

action of −I2 is trivial.)

Lemma 7.2. Let Wω0,0
ρvk ,s,k

(P1
R) correspond to Vω

0,0
ρvk ,s,k

(P1
R) under the isomorphism

ress,k in Theorem 6.8. There is an injective linear map

βs,k : FEωρvk ,s,k → Z1(FFt
• ;Wω0,0

ρvk ,s,k
(P1
R)

)
.

Proof. A period function f ∈ FEωρvk ,s,k is a real-analytic function on (0,∞). The
definition in (3.1) implies that

(7.1) f̃ (t) =

 f (t) for t ∈ [0,∞] ,
− f |ps
ρvk ,s,k

S (t) for t ∈ [∞, 0]c

is a continuous function on P1
R that has values in the 1-eigenspace of |ps

ρvk ,s,k
(−I2)

and satisfies f̃ |ps
ρvk ,s,k

S = − f̃ . We can check that f̃ = f̃ |ps
ρvk ,s,k

(T + T ′) on P1
R.

We determine cFt ∈ Z1(FFt
• ;Vω

0,0
ρvk ,s,k

(P1
R)

)
by cFt(e0,∞) = f̃ , and extending this

by cFt(γ−1e0,∞) = f̃ |ps
ρvk ,s,k

γ. To see that cFt is a cocycle it suffices to show that
dcFt

(
C0,∞,−1) = 0. That is just the relation f̃ = f̃ |ps

ρvk ,s,k
(T + T ′).

Since ress,k is an isomorphism of Γ-equivariant sheaves (Theorem 6.8) there is a
cocycle

(7.2) bFt = res−1
s,kcFt

in Z1(FFt
• ;Wω0,0

ρvk ,s,k
(P1
R)

)
. It is the zero cocycle only if f̃ = 0, and hence f = 0. So

taking βs,k f = bFt gives an injective linear map. □

The boundary germs in Wω0,0
ρvk ,s,k

(P1
R) are represented by elements of Bs,k

(
Ω
)

where Ω ⊂ P1
C

is a neighborhood of P1
R ∖ E, for a finite set E of cusps. We define a

module of functions on H containing a special choice of these representatives.
By Eρvk ,s,k(U) we denote Xρ ⊗ Es,k(U) with the action |ρvk ,k of Γ.
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Definition 7.3. Let Gω
0,0
ρvk ,s,k

be the space of functions f ∈ Eρvk ,s,k (H ∖ E1) for a
finite set E1 ⊂ XFt

1 of edges of the Farey tesselation; this set may depend on f . The
finitely many connected components C of H ∖ E1 can be of the following types:

(1) The closure C̄ of C in P1
C

has finite area. In this case we require that the
restriction fC is in Eρvk ,s,k(C) = Xρ ⊗ Bs,k(C).

(2) The closure C̄ of C in P1
C

contains one or more intervals I j in P1
R. We require

that fC ∈ Xρ⊗Bs,k(Ω) for an open setΩ ⊂ P1
C

containing C and the intervals
I j.

Let E ⊂ P1
Q

be the finite set of endpoints of the geodesics in E1. The functions
ress,kΦs,k fC determine an element φ ∈ Vω

ρvk ,s,k
(
P1
R∖E). We require that this element

extends continuously to P1
R.

γ

α

ε

δ
β

ζ η

Figure 4. Decomposition of H by a finite number of edges in the
Farey tesselation.

In Figure 4 the components indicated by α and β are of type (1), the other com-
ponents are of type (2). The closure of the component indicated by δ contains two
intervals in P1

R.

We note that Gω
0,0
ρvk ,s,k

is invariant under the action |ρvk ,k of Γ. This Γ-module is not

equal to the module Gω
∗,exc

s in [7, Definition 9.21], but we use it in a similar way.

Lemma 7.4. There is a cochain b̃Ft ∈ C1(FFt
• ;Gω

0,0
ρvk ,s,k

)
such that b̃Ft(e) represents

bFt(e) ∈ Wω0,0
ρvk ,s,k

(P1
R) for all e ∈ XFt

1 . Moreover, b̃Ft(e) ∈ Bρvk ,s,k
(
P1
C
∖ ẽ

)
where ẽ is

the closure of the union of e and its complex conjugate.

Proof. bFt(e0,∞) is related to cFt(eo,∞) by ress,tbFt(e0,∞) = cFt(e0,∞), and cFt(e0,∞) =
f̃ is holomorphic on C∖ iR. Theorem 6.8 implies that bFt(e0,∞) has a representative
in Bρvk ,s,k

(
C ∖ iR). Take b̃Ft(e0,∞) as this representative, and extend the definition

in a Γ-equivariant way. This results in b̃Ft ∈ C1(FFt
• ;Gω

0,0
ρvk ,s,k

)
. □

The cochain b̃Ft represents the cocycle bFt. So we have

dbFt(C0,∞,−1) = bFt
(
e0,∞ − e−1,∞ − e0,−1

)
= 0 ,
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δ

α

γ

β

−1 0

Figure 5. The cell C0,∞,−1 in the Farey tesselation.

which corresponds to the three term relation (3.6). In Figure 5 this means that
db̃Ft(C0,∞,−1) vanishes on the components β, γ and δ. On the component α the
function db̃Ft(C0,∞,−1) can be any s(1 − s)-eigenfunction of ∆k.

Lemma 7.5. Given the cochain b̃Ft representing the cocycle bFt, there exists a
function v ∈ Eρvk ,s,r(H) satisfying v|ρvk ,kγ = v for all γ ∈ Γ. This establishes a linear
map αs,k : FEωρvk ,s,k → Eρvk ,s,k(H)Γ.

Proof. Let p be a positively oriented simple closed path along edges of the Farey
tesselation Ft, as illustrated in Figure 6. Evaluating b̃Ft(p) gives a function on
H ∖ p. Since b̃Ft represents the cocycle dFt, the function b̃Ft(p) is equal to zero on
the components outside p. On the open region U(p) ⊂ H enclosed by p we obtain
a function vp ∈ Eρvk ,s,k

(
U(p)

)
, which depends on the path p.

Figure 6. Closed path along edges of the Farey tesselation. (The
boundary lines of the wide sector meet each other at∞.)

If p1 and p2 are two paths for which U(p1) ∩ U(p2) , ∅ we have vp1 = vp2 on
U(p1)∩U(p2). Indeed, the difference between p1 and p2 can be obtained by adding
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or subtracting successively a cell γ−1C0,∞,−1 to or from the region. This changes
only the value of d̃Ft(p1) on γ−1C0,∞,−1, and γ−1C0,∞,−1 ∩ (U(p1) ∩ U(p2)) = ∅.

In particular, by making p wider and wider we obtain v(p) on larger and larger
regions. The limit as p tends to P1

R gives v ∈ Eρvk ,s,k(H).
Let γ ∈ Γ. For a given relatively compact open region V ⊂ H we can take the

path p encircling it sufficiently wide such that γ−1 p encircles V as well. So on the
region V we have

v(p) = d̃Ft(p) = d̃Ft(γ−1 p) = d̃Ft(p)|ρvk ,kγ .

So if z, γ−1z ∈ V then v(p)(z) = v|ρvk ,kγ(z). In the limit this implies that v ∈
Eρvk ,s,k(H)Γ.

The map βs,k in Lemma 7.2, followed by bFt 7→ b̃Ft is linear. Also the depen-
dence of v on b̃Ft is linear. The composition gives a linear map

αs,k : FEωρvk ,s,k → Eρvk ,s,k(H)Γ .

□

We now have the following situation:

(7.3)

FEωρvk ,s,k
βs,k //

αs,k

''

Z1(FFt
• ;Wω0,0

ρvk ,s,k
(P1
R)

)
with Lemma 7.5
��

Eρvk ,s,k(H)Γ

In Proposition 4.2 we associated a period function to a Maass cusp form.

(7.4)

FEωρvk ,s,k

A0
k(s, ρvk)

pf
ee

The following lemma states that αs,k is proportional to a left inverse of pf.

Lemma 7.6. If f ∈ FEωρvk ,s,k is the period function of the Maass cusp form u ∈
A0

k(s, ρvk), then

(7.5) αs,k f =
2πi

b(s, k)
u ,

with the meromorphic factor b(s, k) from (6.15).

Proof. Now f̃ in the proof of Lemma 7.2 is given by

(7.6) cFt(e0,∞) = f̃ =
∫ ∞

0
ηs,k(u) =

∫ ∞

0

[
u,Rs,k

]
k ,

and hence for each edge e ∈ XFt
1

(7.7) cFt(e) =
∫

e

[
u,Rs,k

]
k .
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See Proposition 4.1, (4.15) and (4.11). With Proposition 6.7 and the bijectivity of
ress,k in Theorem 6.8 we obtain

(7.8)
[
u,Rs,k(z, ·)

]
k =

1
b(s, k)

[
u, qs,k(z, ·)

]
k ,

and for e ∈ XFt
1

(7.9) b̃Ft(e) =
1

b(s, k)

∫
e

[
u, qs,k(z, ·)

]
k .

The exponential decay of u and its derivatives implies the absolute convergence of
these integrals. We have

(7.10) db̃Ft(C0,∞,−1) = b̃F
(
e0,∞ + e∞,−1 + e−1,0

)
.

Now we would like to apply Proposition 6.3. However the closed curve ∂C0,∞,−1
is not in contained in H. We can truncate the cell C0,∞,−1 at its vertices, and apply
Proposition 6.3 to this approximation of ∂C0,∞,1. The exponential decay of u and
its derivatives implies that the truncation error goes to zero in the limit. The result
is

(7.11) db̃Ft(C0,∞,−1) =
2πi

b(s, k)
u

on the interior of C0,∞,−1. By analyticity this gives the lemma. □

Lemma 7.7. The function v = αs,k f associated to a period function f ∈ FEωρvk ,s,k
is inA0

k(s, ρvk).

Proof. We have still to show that v has exponential decay. The equivariance of v
implies that it suffices to give an estimate of v(x + iy) as y ↑ ∞ for x in an interval
of length at least 1.

Let f ∈ FEωρvk ,s0,k
and denote by b̃Ft the cochain in Lemma 7.4 with which

we built v ∈ Eρvk ,s0,k(H)Γ as in the proof of that lemma. Let h = b̃Ft(e0,∞). So
ress,hh = f .

Proposition 5.6 implies that f =
(
f |ps
ρvk ,s,k

T ′
)
|
ps
ρvk ,s,k

Av+. With (6.29) in Lemma 6.9
this implies that h =

(
h|ρvk ,k

)
|ρvk Av+. With (6.30) this implies that

(7.12) h(z) = O(y−s) as y ↑ ∞

uniform for x in compact sets contained in (0,∞). We use the closed path

p = −T−2e0,∞ − T−1T ′−1e0,∞ − T ′−1e0,∞ + e0,∞ ,

sketched in Figure 7, encircling the union of two cells in the Farey tesselation. We
aim to estimate v(z) for z in the region bounded by dashed lines. For z inside the
path p

(7.13)

v(z) = −h|ρvk ,kT 2(z) − h|ρvk ,kT ′T (z) − h|ρvk ,kT ′(z) + h(z)

= −ρ(T )−2vk(T )−2h(z + 2) − ∗ e−ik arg(z+2) h
(z + 1
z + 2

)
− ∗ e−ik arg(z+1) h

( z
z + 1

)
+ h(z) .
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−2 −1 0

Figure 7. Closed path used in the proof of Lemma 7.7.

By ∗ we indicate quantities with absolute value 1 that do not depend on z.
For the first and the last term we have the estimate O(y−s); see (7.12). In the

middle terms we have as y ↑ ∞

h
( z + a
z + a + 1

)
= Φs,k

( z + a
z + a + 1

)−1
O(1)

≪
ys

|z + a + 1|2s

( z + a
z + a + 1

+ i
)−s−k/2 ( z̄ + a

z̄ + a + 1
+ i

)−s+k/2

= O
(
y−s) .

The conclusion is that v(z) = O(y−s) as y ↑ ∞, first for 1
2 ≤ x ≤ 3

2 , and then for
all x by T -equivariance.

For all components vl =
(
v, el

)
ρ this implies that the exponentially increasing

M-Whittaker functions in (2.13) do not occur in the Fourier expansion of vl. For
κl ∈ (0, 1) there are no Fourier terms with order n equal to zero. Then all Fourier
terms are exponentially decreasing, and hence vl is exponentially decreasing.

For components vl with κl = 0 the Fourier term of order zero might contain
a linear combination of ys and y1−s (or a logarithmic possibility if s = 1

2 ). For
0 < Re s < 1 this is ruled out by the estimate O(y−s). (To obtain this we have used
an assumption that holds in this case by Lemma 3.3.) □

We turn to the injectivity of the map αs,k from period functions to Maass cusp
forms.
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Lemma 7.8. For each f ∈ FEωs,k there is a holomorphic function f∞ on C ∖
(i[1,∞) ∪ (−i)[1,∞)) such that

(7.14)
f = f∞ − f∞|

ps
ρvk ,s,k

S on
{
z ∈ C : Re z > 0

}
,

f∞ − f∞|
ps
ρvk ,s,k

T ∈ Vωs,k
(
P1
R

)
.

Proof. LetΩ1 = C∖(i[1,∞) ∪ (−i)[a,∞)) andΩ2 = P
1
C
∖i[−1, 1]. ThenΩ1∩Ω2 =

C ∖ iR and Ω1 ∪ Ω2 = P
1
C
∖ {i,−i}. We apply [14, Theorem 1.4.5] with Ω = P1

C
and follow the reasoning in the proof of [7, Proposition 13.1], obtaining from the
holomorphic function f on Ω1 ∩ Ω2, holomorphic functions A∞ on Ω1 and A0 on
Ω2 such that A∞ + A0 = f on Ω1 ∩ Ω2. (Hörmander requires that we work with
open subsets of C. That is arranged by a holomorphic transformation of P1

C
sending

−i to∞.)
Note that A0 is holomorphic on a neighborhood of∞. Hence A∞ = f − A0 is in

V
ω0,0
ρvk ,s,k

(
R
)
, and analogously A0 ∈ V

ω0,0
ρvk ,s,k

(
P1
R ∖ {0}

)
. In this way we can conclude

that A∞ and A0 are elements ofVω
0,0
ρvk ,s,k

(P1
R).

We have

0 = f + f |ps
ρvk ,s,k

S =
(
A∞ + A0|

ps
ρvk ,s,k

S
)
+

(
A0 + A∞|

ps
ρvk ,s,k

S
)
.

Considering the singularities of the terms we conclude that

h = A∞ + A0|
ps
ρvk ,s,k

S = −A0 − A∞|
ps
ρvk ,s,k

S

represents an element ofVω
ρvk ,s,k

(P1
R). We put

(7.15)
f∞ = A∞ −

1
2

h =
1
2
(
A∞ − A0|

ps
ρvk ,s,k

S
)
,

f0 = A0 +
1
2

h =
1
2
(
A0 − A∞|

ps
ρvk ,s,k

)
.

These functions satisfy f∞ + f0 = f on C ∖ iR, and f0|
ps
ρvk ,s,k

S = −p∞.
Since A∞ ∈ Vωs,k(R), we have p∞|

ps
ρvk ,s,k

T ∈ Vωs,k(R) as well. Analogously, p0 ∈

Vωs,k
(
P1
R ∖ {0}

)
. However,

f∞|
ps
s,k(1 − T ) = p|ps

s,kT ′ − p0|
ps
ρvk ,s,k

(1 − T ) ,

which show that f∞|
ps
s,k(1− T ) ∈ Vωs,k

(
P1
R ∖ {−1, 0}

)
. Hence f∞|

ps
s,k(1− T ) ∈ Vωs,k

(
P1
R

)
.
□

Lemma 7.9. Let

(7.16) Fs,k = lim
Ω
→

Es,k(Ω ∩ H)

where Ω runs over the open sets in P1
C

that contain P1
R. Then

(7.17) Fs,k = Es,k(H) ⊕Wω
s,k

(
P1
R

)
.

Proof. This result generalizes [7, (3.3)]. In [7] the decomposition of boundary
germs is based on Proposition 1.1, which we have generalized to weight k as Propo-
sition 6.3. The reasoning leading to [7, (3.3)] generalizes as well. □
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Lemma 7.10. The map αs,k in Lemma 7.5 is injective.

Proof. Any period function f ∈ FEωρvk ,s,k determines a cocycle βs,k p on XFt
1 with

values inWω0,0
ρvk ,s,k

(P1
R) (Lemma 7.2), determined by its value on e0,∞. This cocycle

is represented by a 1-cochain b̃Ft on XFt
1 , which is determined by h = b̃Ft(e0,∞) ∈

G
ω0,0
ρvk ,s,k

. Lemma 7.4 implies that H = Φs,k h extends as a real-analytic function on
C ∖ iR.

The function h is defined (and real-analytic) on H∖e0,∞. This implies that hρvk ,kT
and hρvk ,kT ′ are defined (and real-analytic) on H∖ e−1,∞ and H∖ e0,−1, respectively.

h h

0

h|T h|T

−1

h|T ′

h|T ′

−1 0

Hence, the function l = h − h|ρvk ,kT − h|ρ,vk ,kT ′ is in Es,k(H ∖ U), where U is the
union of the three geodesic boundary segments of the Farey cell. These geodesics
determine four connected regions in the upper half-plane. The cochain b̃Ft with
values in Gω

0,0
ρvk ,s,k

represents the cocycle bFt with values inWω0,0
ρvk ,s,k

(P1
R). Since bFt is

a cocycle, the value of

b̃Ft
(
e0,∞ − e0,−1 − e−1,∞

)
= l

should be zero near P1
R∖{0,∞,−1}. Since h is real-analytic on H∖e0,∞, the function

l vanishes outside the triangle with vertices 0,∞ and −1. On the other hand, inside
the triangle, l represents (a multiple of) αs,k f , by the construction in the proof of
Lemma 7.5.

Suppose now that αs,k f = 0. Then l is zero on all four components, and extends
as the zero function on H. We note that h ∈ Eρvk ,s,k

(
H∖ e0,∞

)
, h|ρvk ,kT ∈ Eρvk ,s,k(H∖

e−1,∞), and h|ρvk ,kT ′ ∈ Eρvk ,s,k(H ∖ e−1,0). We have h = h|ρvk ,kT + h|ρ,vk ,kT ′. The
right-hand side of this equality is in Eρvk ,s,k(U) for some open neighborhood U of
e0,∞ in H, hence h is in Eρvk ,s,k(U). This implies that

(7.18) h ∈ Eρvk ,s,k(H) .

Theorem 6.8 states that the restriction ress,k : Wω
s,k → V

ω
s,k is bijective. More-

over, it states that the domain of representatives is preserved. Lemma 7.8 splits
f ∈ FEωs,k as f = f∞ − f∞|

ps
ρvk ,s,k

S . This implies that h = h∞ − h∞|ρvk ,kS with
h∞ ∈ Eρvk ,s,k

(
H ∖ i[1,∞]

)
and h∞|ρvk ,kS ∈ Eρvk ,s,k

(
H ∖ i(0, 1]

)
. From the fact that

h ∈ Eρvk ,s,k(H) we conclude that h∞ ∈ Eρvk ,s,k
(
H ∖ {i}

)
. Lemma 7.8 implies that
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h∞|ρvk ,k(1 − T ) ∈ Gω
0,0

s,k (P1
R) represents an element of Wω

s,k(P1
R). The element h∞

itself corresponds to the function f∞, which is holomorphic on a neighborhood of
R in C. Hence h∞ represents an element ofWω

s,k(R).
Let h∞ =

∑
l h∞,l el as in (2.11), for an eigenbasis {el} of Xρ for ρ(T ), as in (2.11).

The action h∞ 7→ h∞|ρvk ,k corresponds to h∞,l 7→ e−2πiκl h∞,l|kT .
The element h∞,l represents an element of Fs,k in (7.16). So we can write h∞,l =

gl + ql with gl ∈ Es,k(H) and ql ∈ G
ω0,0
s,k (P1

R) representing an element ofWω
s,k(P1

R).
Since the eigenvalue of |ρvk ,kT on el is e2πiκl we have

(7.19) h∞,l
∣∣∣
k

(
1 − e−2πiκlT

)
= gl

∣∣∣
k

(
1 − e−2πiκlT

)
+ ql

∣∣∣
k

(
1 − e−2πiκlT

)
.

This is the situation which is treated in [7, Lemma 9.23]. Hence h∞,l ∈ Es,k
(
H∖{i}

)
.

Moreover, h∞,l|k(1 − e−2πiκlT ) represents an element ofWω
s,k(P1

R). So the term with
gl ∈ Es,k(H) is zero by the decomposition (7.17), and

(7.20) gl|kT = e2πiκl gl .

Combining the component functions to vector-valued functions we obtain

(7.21) h∞ = g + q , g|ρvk ,kT = g ,

with g ∈ Eρvk ,s,k(H), and q ∈ Gω
0,0
ρvk ,s,k

(P1
R) representing an element ofWω

ρvk ,s,k
(P1
R).

Since h∞ ∈ Eρvk ,s,k
(
H ∖ {i}) ∩ Gω

0,−0
ρvk ,s,k

(R), the function g represents an element of
Wω
ρvk ,s,k

(R). The invariance of g under |ρvk ,kT implies that it has a Fourier expansion
of the type discussed in §2.2. In this expansion the W-Whittaker functions do not
have the right behavior near zero to give a contribution inWω

ρvk ,s,k
(R). In the terms

of non-zero order we are left with multiples of M-Whittaker functions, and in the
term of order zero with multiples of z 7→ ys.

Since q represents an element of Wω
ρvk ,s,k

(P1
R), this implies that g(z) = O

(
y−s)

as y ↑ ∞. Each Fourier term inherits this estimate. The function z 7→ ys and the
M-Whittaker functions have larger growth, and hence occur with coefficient zero.
So g = 0, and h∞ = q∞.

We use h = h|ρvk ,k(1− S ) = q∞|ρvk ,k(1− S ) to see that it represents an element of
Wω
ρvk ,s,k

(P1
R). We combine this with (7.18) to get h = 0 with Lemma 7.9, and also

f = ress,kh = 0 . □

Recapitulation of the proof of Theorem 7.1. Lemma 7.5 gives the central step,
in which an invariant eigenfunction is constructed on the basis of the cochain b̃Ft
representing the cocycle bFt. Here it is important that we work with a cocycle with
values in the boundary germs. This allows a geometrical approach in the upper
half-plane.

Before Lemma 7.5 we have to construct a cocycle from a given period function.
It is easy to get a cocycle with values in the sheaf Vω

0,0
ρvk ,s,k

based on the principal
series realized on the boundary P1

R of H. To go over to boundary germs we use
Theorem 6.8.
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After Lemma 7.5 we have to show that the resulting invariant eigenfunctions
have the desired properties. Lemma 7.7 shows that the invariant eigenfunctions are
indeed Maass cusp form. Lemma 7.6 shows if we apply the construction to the
period function associated to a Maass cusp form we get back (a non-zero multiple
of) this cusp form. The final steps, in Lemmas 7.8 and 7.10, show that a non-zero
period function gives a non-zero Maass cusp form.

8. JacobiMaass forms

Jacobi Maass form have been studied by Yang [36, 37], and by Pitale [27].
In this final section we extend the definition of Jacobi Maass forms of Pitale to

real weights, and show that spaces of Jacobi Maass cusp forms are isomorphic to
spaces of vector-valued Maass cusp forms to which we can apply Theorem 7.1.

8.1. Jacobi group and its covering group. The Jacobi group GJ = Hei⋊G is the
semidirect product of G = SL2(R) and the Heisenberg group Hei. As a topological
space, Hei � R3:

(8.1) Hei =
{
h(x, y, r) : x, y, r ∈ R

}
;

it has the group operation

(8.2) h(x1, y1, r1) h(x2, y2, r2) = h(x1 + x2, y1 + y2, r1 + r2 + x1y2 − x2y1) .

The semidirect product is given by the following right action of G on Hei.

(8.3) g−1h(x, y, r)g = h(ax + cy, bx + dy, r) with g =
(
a
c

b
d

)
.

We note that (ax + cy, bx + dy) = (x, y) g.
One can embed GJ in GL4(R). Berndt and Schmidt describe GJ by such an

embedding, see [2, §1.1].
The universal covering group of the Jacobi group is obtained as

G̃J = Hei ⋊ G̃ ,

with the universal covering group G̃ in §2.3. The action of G̃ on Hei is given by
projection to G in (2.15):

(8.4) g̃−1hg̃ = (pr g̃)−1h(pr g̃) h ∈ Hei, g̃ ∈ G̃ .

Since Hei is simply connected, it is its own universal covering group.
A function F ∈ C∞(G̃J) has index m ∈ R,0 and weight k ∈ R if

(8.5) F
(
gh(0, 0, r)k̃(ϑ)

)
= e2πimr+ikϑ F(g) for g ∈ G̃J , r, ϑ ∈ R .

It is essential to put k̃(ϑ) on the right. The elements h(0, 0, r) are central in G̃J and
can be put where it suits us. The index and the weight are not changed under left
translation L(gg) for g ∈ G̃.

The Jacobi group acts on H × C by

(8.6)

(
a
c

b
d

)
· (τ, z) =

(aτ + b
cτ + d

,
z

cτ + d

)
for

(
a
c

b
d

)
∈ G ,

h(x, y, r) · (τ, z) = (τ, z + xτ + y) for h(x, y, r) ∈ Hei .
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This induces an action of G̃J on H × C by

(8.7) hg̃ · (τ, z) = h pr(g̃) · (τ, z) .

In the previous sections we denote elements of the upper half-plane H by z, in
accordance we the usual practice in the study of Maass forms. Here we follow the
convention to denote by τ the modular variable in H, and use z ∈ C as the name of
the elliptic variable.

Like in (2.28), there is a map

(8.8) Ψk,m : C∞(H × C)→ C∞(G̃J)

determined by the following relation between F and f = Ψk,mF:

(8.9) f
(
h(p, q, r)p̃(τ)k̃(ϑ)

)
= eikϑ+2πimr+2πimp(pτ+q) F(τ, pτ + q) ,

with inverse relation

(8.10) F(τ, z) = e−2πimz Im (z)/Im (τ) f
(
h
(

Im z
Im τ , z −

τ Im z
Im τ , 0

)
p̃(τ)

)
.

The right representation of G̃J by left translation L(g1) f : g 7→ f (g1g) corre-
sponds under Ψk,m to a right representation of G̃ on functions on H×C determined
by

(8.11)

(
F|Jk,mℓ(g)

)
(τ, z) = e−ik arg(cτ+d) e−2πimcz2/(cτ+d)

· F
(
g(τ, z)

)
for g =

(
a
c

b
d

)
∈ G ,(

F|Jk,mζ
)
(τ, z) = eπikn F(τ, z) for ζ = k̃(πn) ∈ Z̃ ,(

F|Jk,mh
)
(τ, z) = e2πim

(
r+p2τ+2pz+pq

)
F
(
h(τ, z)

)
for h = h(p, q, r) .

For k ∈ Z this is a representation of G̃J which is trivial on Z̃2, defined in (2.16).
Hence it is a representation of GJ . It is the action used by Pitale, [27, (4)]. For
k ∈ R ∖ Z the representation |k,m is not trivial on Z̃2. The operators |k,mℓ(g) for
g ∈ G are similar to the operators |kg in (2.3).

8.2. Discrete subgroup. We use the discrete subgroup Γ̃J = Λ⋊Γ̃ of G̃J = Hei⋊G̃,
with the lattice

(8.12) Λ = Hei(Z) =
{
h(λ, µ, κ) ∈ Hei : λ, µ, κ ∈ Z

}
,

and the inverse image of the modular group Γ̃ = pr −1Γ, as defined in §2.3.
Suppose that a function f on G̃J has index m and weight k as indicated in (8.5).

If f is left-invariant under Λ, then for g ∈ G̃J:

f (g) = f
(
h(0, 0, 1)g

)
= f

(
gh(0, 0, 1)

)
= e2πim f (g) .

So we need m to be integral for invariance under Λ.

The element S̃ =
(̃

0
1
−1
0

)
= k̃(−π/2) satisfies S̃ 4 = k̃(−2π) , 1, although

(
0
1
−1
0

)4

is the unit matrix. We have

f
(
S̃ 4g

)
= f

(
gS̃ 4) = e−2πik f (g) .

Hence, if k ∈ R ∖ Z, then a function cannot be left-invariant under Γ̃J .
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We restrict our attention to left-Γ̃J-equivariant functions f on G̃J of index m ∈
Z≥1 and weight k ∈ R satisfying

(8.13) f (γg) = φ(γ) f (g) (γ ∈ Γ̃J , g ∈ G̃J)

for a character φ : Γ̃J → C∗ that satisfies

(8.14) φ(λ) = 1 for λ ∈ Λ , φ(S̃ 4) = e−2πik .

One such character is χk as defined in (2.26) and extended to Γ̃J by taking
χk(λ) = 1 for λ ∈ Λ. All other such characters are of the form φ = φaχk with
a ∈ Z mod 12

(8.15) φa(T̃ ) = eπia/6 , φa(S̃ ) = e−πia/2 .

The φa are trivial on Z̃2 = ker pr ; see (2.16). Hence the φa correspond to charac-
ters of Γ = SL2(Z).

For functions F on H × C we define the action |J
φavk ,k,m

of ΓJ on functions on
H × C by

(8.16)
F|Jφavk ,k,mγ = φa(γ)−1vk(γ)−1 F|Jk,mγ for γ ∈ Γ ,

F|Jφavk ,k,mλ = F|Jk,mλ for λ ∈ Λ .

If F corresponds via Ψ̃k,m (see (8.9) and (8.10)) to a function f satisfying (8.13),
then F is invariant under the action |φavk ,k,m of ΓJ . To see this we use the relation
vk(γ) = χk

(
ℓ(γ)

)
and the fact that φa is a character of Γ.

8.3. Lie algebra. The group GJ and its covering group G̃J have the same Lie
algebra gJ . We use the notation of basis elements of gJ as indicated in [2, §1.3,
§1.4]. That are Z, X+ and X− in the Lie algebra of G, already used in (2.31), and
Z0, Y+ and Y− in the Lie algebra of Hei. Each element of the Lie algebra acts on
the functions in C∞(G̃J) by right differentiation. For any function f of weight k
and index m we have

(8.17) Z0 f = 2πm f , Z f = k f .

Under the relation (8.9), the differential operator on G̃J given by any X ∈ gJ

commutes with left translations. For given index and weight it corresponds to a
differential operator on H × C by the relation in (8.10). We use Pitale’s notation
Xk,m for this operator. He gives it explicitly in terms of the coordinates τ ∈ H and
z ∈ C; see [27, p 91, 92]. We see for instance that the kernel of Yk,m

− consists of the
functions F on H × C that are holomorphic in z.

The elements X+ and X− in g ⊂ gJ shift the weight of functions on G̃ by ±2,
respectively. To get weight shifting operators on G̃J from X± we need to calibrate
them by adding a correction term based on the elements Y± in the Lie algebra
of Hei, setting

(8.18) D± = X± ±
1

4πm
Y2
± .
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These elements are not in the Lie algebra gJ itself, but non-commutative poly-
nomials in Lie algebra elements. Pitale gives the corresponding weight shifting
differential operators Xk,m

± on H × C.
More complicated is the Casimir operator Ck,m, given in [27, (8)]. It corresponds

to a non-commutative polynomial of degree 3 in elements of the Lie algebra gJ . It
has the advantage to commute not only with |Jk,mg for all g ∈ GJ , but also with Xk,m

for all elements X of the Lie algebra. See also [2, Proposition 3.1.10]. Instead of
requiring functions to be eigenfunctions of Ck,m we can require that functions are
eigenfunctions of Dk+2,m

− Dk,m
+ with prescribed eigenvalue depending on the weight.

This is similar to the relation (2.32) for SL2(R), which implies for functions of a
given weight that eigenfunctions of ∆ are also eigenfunctions of X−X+.

8.4. Jacobi Maass forms. Jacobi Maass forms can be defined as functions on
H × C, as Pitale does. One may also view Jacobi Maass forms as function on the
Jacobi group, or on the universal covering group of the Jacobi group. Both points
of view are connected by the mapΨk,m in (8.8). We formulate the definition in both
ways.

First we work on G̃:

Definition 8.1. Let k ∈ R, m ∈ Z≥0, s ∈ C, and a ∈ Z/12Z. The spaceAJ
k,m(s, φaχk)

of Jacobi Maass forms on G̃J consists of the functions f ∈ C∞(G̃) that satisfy

(a) f
(
h(0, 0, r)gk̃(ϑ)

)
= e2πimr+ikϑ f (g) for g ∈ G̃J , r, ϑ ∈ R.

(b) f
(
γ̃g) = φa(γ̃)χk(γ̃) f (g) for γ̃ ∈ Γ̃J , g ∈ G̃J .

(c) f satisfies the following relations:

D−D+ f =
4s2 − (2k + 1)2

16
f ,

D+D− f =
4s2 − (2k − 3)2

16
f , and Y− f = 0 .

(d) f
(
ã(t)g

)
= O(tα) as t ↑ ∞, for some α ∈ R>0, uniform for g in compact

subsets of G̃. (We recall that ã(t) = p̃(it), see (2.15).)

The subspace AJ,0
k,m(s, φaχk) of Jacobi Maass cusp forms is determined by re-

placing (d) by the stronger condition

(d′) f
(
ã(t)g

)
= O(t−α) as t ↑ ∞, for all α ∈ R>0, uniform for g in compact

subsets of G̃J .

With relation (8.10) we obtain the following reformulation:

Definition 8.2. Let k ∈ R, m ∈ Z≥0, s ∈ C, and a ∈ Z mod 12. The space
AJ

k,m(s, φavk) of Jacobi Maass forms on H×C consists of the functions F ∈ C∞(H×
C) that satisfy

(B) F|J
φavk ,k,m

γ = F for all γ ∈ ΓJ .
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(C) F satisfies the following relations:

Dk+2,m
− Dk,m

+ F =
4s2 − (2k + 1)2

16
F ,

Dk−2,m
+ Dk,m

− F =
4s2 − (2k − 3)2

16
F , and Yk,m

− F = 0 .

(D) F
(
a(y) · (τ, z)

)
= O(yα) as y ↑ ∞ for some α ∈ R>0, uniform for (τ, z) in

compact sets of H × C. (Here a(y) =
(
y1/2

0
0
y−1/2

)
∈ G.)

The subspace AJ,0
k,m(s, φavk) of Jacobi Maass cusp forms is determined by re-

placing (D) by the stronger condition

(D′) F
(
a(y) · (τ, z)

)
= O(y−α) as y ↑ ∞ for all α ∈ R>0, uniform for (τ, z) in

compact sets of H × C.

We note that there is no part (A) in Definition 8.2 corresponding to part (a) in
Definition 8.1. The weight and the index are properties of functions on G̃J , and
have to be fixed in the definition for G̃J . On the other hand, the weight and the
index are not properties of functions on H×C, but parameters in the transformation
behavior. We also note that the character χk of Γ̃ in Definition 8.1 is replaced in
Definition 8.2 by the multiplier system vk on G given by vk(g) = χk

(
ℓ(g)

)
.

There are a number of differences in comparison with Pitale’s Definition 3.2 in
[27]:

(1) We allow the weight k to be real, instead of only integral.
(2) Pitale seems to allow the eigenvalue λ of Ck,m to depend on F. In that way,

Jnh
k,m is not a linear space.

(3) Our spaces of Jacobi Maass forms are in Ĵnh
k,m in [27, (30)].

Even if we fix the eigenvalue λ, the space of Jacobi Maass forms has
infinite dimension. Pitale does not impose the condition Yk,m

− F = 0 in the
definition, but imposes it later on.

(4) The characterization in (c) says that Jacobi Maass forms transform under
the Lie algebra action in the same way as a vector w0 ⊗ vk in the principal
series representation described in [2, Proposition 3.1.6]. (There the weights
are integral, but the formulas describe a Lie algebra module if we let the
weight k run through a class in R mod 2Z.)

(5) We can show that D+D− f = D−D+ f +
(
k − 1

2
)
f on functions of weight k

and index m that satisfy Y− f = 0. So we can omit the condition on D+D− f
in c) and C).

(6) We use the condition of quick decay to characterize Jacobi Maass cusp
forms. It takes a consideration of Fourier expansions to get the formulation
used by Pitale.
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8.5. Theta decomposition. According to [27, Theorem 4.6], each F ∈ AJ
k,m(s, v0),

with k ∈ Z and the trivial multiplier system v0, is of the form

(8.19)

F(τ, z) =
∑

j mod 2m

Θm, j(τ, z)F j(τ) ,

Θm, j(τ, z) = (Im τ)1/4
∑

α≡ j/2m mod 1

e2πimτα2
e4πimzα

= (Im τ)1/4
∑

r≡ j mod 2m

eπiτr
2/2m e2πirz

with a vector
(
F j

)
j mod 2m which is a vector-valued Maass form of weight k− 1

2 . This
opens the way to attach period functions to Jacobi Maass cusp forms by application
of Theorem 7.1. In this subsection we check that the decomposition goes through
in the case of real weight.

Theta functions on Hei. Let m ∈ Z≥0 and j ∈ Z/2m. For each Schwartz function φ
on R the theta function

(8.20) ϑHei
m, j

(
φ; h(p, q, r)

)
=

∑
α≡ j/2m (1)

e2πim(r+q(2α+p))φ(p + α)

is in C∞(Λ\Hei), and the subspace of functions in C∞(Λ\Hei) that transform ac-
cording to the character h(0, 0, r) 7→ e2πimr consists of the finite sum of the form∑

j mod 2m ϑ
Hei
m, j(φ j) with Schwartz functions φ j.

Actually, the map
(
φ j

)
7→

∑
j mod 2m ϑ

Hei
m, j(φ j) induces a unitary isomorphism

L2(R)2m → L2(Λ\Hei)m, where the subscript m indicates the subspace given by the
character h(0, 0, r) 7→ e2πimr.

Theta functions on G̃J . Let f ∈ C∞(Λ\G̃J). Then there are Schwartz function
ξ 7→ φ j(g̃, ξ) parametrized by g̃ ∈ G̃ such that

(8.21) f (hg̃) =
∑

j mod 2m

ϑHei
m, j

(
φ j(g̃, ·); h) h ∈ Hei, g̃ ∈ G̃ .

Let us define the following family φJ of Schwartz functions on R parametrized
by G̃:

(8.22) φJ(p̃(τ)k̃(ϑ), ξ
)
= Im (τ)1/4eiϑ/2 e2πimτξ2 , ξ ∈ R .

For each m ∈ Z,0 and j ∈ Z the function in C∞(G̃ j) defined by

(8.23) ϑm, j(hg̃) = ϑHei
m, j

(
φJ(g̃, ·); h) , h ∈ Hei, g̃ ∈ G̃

is left-invariant under the elements of Λ, has index m and weight 1
2 . With (8.10)

the function ϑm, j on G̃J corresponds to the function on H×C that is used in (8.19):

(τ, z) 7→ e−2πimz Im (z)/Im (τ) ϑm, j
(
h
( Im z
Im τ
, z −
τIm z
Im τ

, 0
)
p̃(τ)

)
=

∑
α≡ j/2m(1)

e4πimαz e−4πimατIm (z)/Im (τ) e−2πimτIm (z)2/Im (τ)2

· φJ(p̃(τ), α + Im (z)/Im (τ)
)
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= Im (τ)1/4
∑

α≡ j/2m(1)

e4πimαz e−4πimατIm (z)/Im (τ) e−2πimτIm (z)2/Im (τ)2

· e2πimτ(α+Im (z)/Im (τ))2

= Im (τ)1/4
∑

α≡ j/2m(1)

e4πimαz e2πimα2τ = Θm, j(τ, z) .

We start with the generalization of the theta decomposition (8.19) to real weights,
working on the group G̃J and on the space H × C.

We can check that ϑm, j satisfies the conditions (a), (c) and (d) in Definition 8.1,
with spectral parameter s = 1 or −1 and weight 1

2 . In particular, it satisfies

(8.24) Y− ϑm, j = D+ ϑm, j = D− ϑm, j = 0 .

The behavior of Θm, j under left-translation is clear for elements of Λ ⊂ Hei. It
suffices to consider the generators. From [11, p. 58, 59] we get for the correspond-
ing function on H × C:

Θm, j(τ + 1, z) = eπi j2/2mΘm, j(τ, z) ,(8.25)

Θm, j(−1/τ, z/τ) =
Im (τ)1/4

|τ|1/2

√
τ

2mi
e2πimz2/τ

∑
j′ mod 2m

e−2πi j j′/2m Θm, j′(τ, z)
Im (τ)1/4

= (2m)−1/2 e−πi/4 ei arg(τ)/2 e2πimz2/τ(8.26)

·
∑

j′ mod 2m

e−πi j j′/mΘm, j′(τ, z) .

So we have Θm, j|
J
1/2,m

(
1
0

1
1

)
= eπi j2/2mΘm, j and

Θm, j|
J
1/2,m

(
0
1
−1

0

)
= e−πi/4

∑
j′

e−πi j j′/m

√
2m

Θm, j′ .

For the functions ϑm, j on G̃J this implies the transformation behavior under left
translation by elements of Γ̃J . With the row vector

(8.27) ϑ⃗m =
(
ϑm,1, . . . , ϑm,2m

)
the transformation behavior is determined by

(8.28)

L(h)ϑ⃗m = ϑ⃗m for h ∈ Λ ,

L(T̃ )ϑ⃗m = ϑ⃗m M(T̃ ) ,

L(S̃ )ϑ⃗m = e−πi/4ϑ⃗m M(S̃ ) ,

where M(T̃ ) denotes the diagonal matrix with eπi j2/2m at position ( j, j), and M(S̃ )
the symmetric matrix with (2m)−1/2 e−πi j j′/m at position ( j, j′).

We turn to an arbitrary function f ∈ C∞(G̃J) with weight k ∈ R and index
m ∈ Z≥1. We can write f uniquely in the form

(8.29) f (hg̃) = ϑ⃗m(hg̃) h⃗m(g̃) (h ∈ Hei, g̃ ∈ G̃) ,
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with a column vector h⃗m(g̃) =
(
h1(g̃), . . . , h2m(g̃)

)
with h j ∈ C∞(G̃) of weight k −

1/2. We can view h⃗ as a function on G̃J depending only on the second factor in
g = hg̃ ∈ Hei ⋊ G̃.

The transformation behavior L(γ̃) f = φa(γ̃)χk(γ̃) f in Definition 8.1 takes the
form

(8.30) ϑ⃗m(γ̃g)⃗hm(γ̃g) = φa(γ̃)χk(γ̃) ϑ⃗m(g)⃗hm(g) (γ̃ ∈ Γ̃) .

Since the h j depend only on the factor g̃ ∈ G̃ in g = hg̃ ∈ Hei G̃, we do not get any
condition on h⃗m for γ ∈ Λ. For T̃ and S̃ we obtain

M(T̃ )⃗hm(T̃g) = eπi(a+k)/6 h⃗m(g) , e−πi/4 M(S̃ )⃗hm(S̃ g) = e−πi(a+k)/2 h⃗m(g) .

This implies that h⃗ has to satisfy the transformation behavior

(8.31) h⃗(γ̃g̃) = χk−1/2(γ̃)ρa,m(γ̃) h⃗m(g̃) (γ̃ ∈ Γ̃, g̃ ∈ G̃) ,

with the representation ρa,m of Γ̃ such that ρa,m(T̃ ) is eπi(a/6+1/12) times the diagonal
matrix with entry e−πi j2/2m at position ( j, j) (with 1 ≤ j ≤ 2m), and ρa,m(S̃ ) is
e−πia/2 times the symmetric matrix with eπi j j′/m/

√
2m at position ( j, j′).

We turn to the differential relations in condition (c) in Definition 8.1. The dif-
ferentiation by Y− only involves the factor Hei of G̃J , and sends the components h j

of h⃗m to zero. In view of remark (5) after Definition 8.1 we have to look only at the
condition

(8.32) D−D+ f =
(s − k − 1/2) (s + k + 1/2)

4
f .

We have

D+
(
ϑm, jh j

)
=

(
X+ + (4πm)−1Y2

+

)(
ϑm, jh j

)
= (X+ϑm, j) h j + ϑm, j(X+h j) +

1
4πm

(
(Y2
+ϑm, j) h j + 2(Y+ϑm, j)(Y+h j) + ϑm, jY2

+h j
)

= (dD+ϑm, j) h j + ϑm, j(X+h j) + 0
= ϑm, j (X+h j) ,

where we have used that Y+h j = 0 and, by (8.24), D+ϑm, j = 0. Proceeding in a
similar way, we obtain

D−D+(ϑm, jh j) = (D−ϑm, j) (X+h j) + ϑm, j (X−X+h j)

= ϑm, j
(
X−X+h j

)
.

This means that condition (8.32) is equivalent to the condition

(8.33) X−X+h j =
s − (k − 1/2) − 1

2
s + (k − 1/2) + 1

2
h j .

With s1 =
s+1
2 this becomes and k1 = k − 1

2 this becomes

(8.34) X−X+h j =
(
s1 +

k1

2

) (
s1 − 1 −

k1

2

)
h j .

In view of (2.32) this is just the differential relation that Maass forms on G̃ of
weight k1 = k − 1

2 have to satisfy.
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Theorem 8.3. Let m ∈ Z≥1, k ∈ R, a ∈ Z/12, s ∈ C, Re s ≥ 0, and put s′ = s+1
2 ,

k′ = k − 1
2 . There is a bijective linear map

(8.35) Vm,k,s : AJ
k,m(s, φaχk)→ Ak′(s′, ρa,mvk′) ,

where ρa,m is the 2m-dimensional unitary representation of ΓJ = Γ̃J/Z̃2 determined
by

(8.36)

ρa,m(h) = I2m for h ∈ Λ ,

ρa,m(T̃ ) j, j′ = δ j, j′ eπi(a/6+1/12− j2/2m) ,

ρa,m(S̃ ) j, j′ = (2m)−1/2 e−πi(a/2+ j j′/m) ,

for j and j′ running from 1 to 2m. Furthermore,

Vm,k,sA
J,0
k,m(s, φaχk) = A0

k′(s′, ρa,mvk′
)
.

Proof. We have seen already how the equivariance of f ∈ AJ
k,m(s, φaχk) is equiva-

lent to the transformation behavior of the vector h⃗ of functions on G̃ in (8.29); and
also that the relations (c) in Definition 8.1 are equivalent to the differential equa-
tions in Definition 2.1. What remains to be done is the relation between the growth
conditions in both definitions.

The theta series

(8.37)

ϑm, j
(
h(p, q, r)p̃(τ)k̃(ϑ)

)
= Im (τ)1/4eiϑ/2

∑
α≡ j/2m mod 1

e2πim
(
r+q(2α+p)

)
e2πimτ(p+α)2

has polynomial growth. Hence polynomial growth of all h j implies polynomial
growth of f , and quick decay of all h j implies quick decay of f .

Consider a fixed value of j. With p = − j
2m the theta series has one term that is

a non-zero multiple of Im τ1/4. Hence polynomial growth of f implies that this h j
has at most polynomial growth. If f is a Jacobi Maass cusp form, then this h j has
quick decay. Doing this for all 2m values of j, we get the desired equivalence. □

In combination with Theorem 7.1 we obtain:

Corollary 8.4. Let m ∈ Z≥1, s ∈ C, k ∈ R, such that 0 ≤ Re s < 1 and s .
±k mod 2, and put s′ = s+1

2 , k′ = k − 1
2 . There is a bijective linear map

A
J,0
k,m(s, φaχk)→ FEωρa,mvk′ ,s′,k′

.

Finally, we give an explicit formulation of the period map in terms of Jacobi
Maass forms as functions on H × C.

Proposition 8.5. Let F ∈ AJ,0
k,m(s, φavk) as in Definition 8.2, and put

(8.38) Cj(τ) B Im (τ)−1/4
∫ 1

z=0
e−2πi jzF(τ, z) dz ( j ∈ Z, τ ∈ H) .
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Then Fj(τ) B e−πi j2τ/2m Cj(τ) depends only on the class of j in Z/2mZ. It is the j-th
Maass form in the theta decomposition in (8.19). The period function associated
to F is given by

(8.39)
(∫ i∞

τ=0

[
Fj(τ),Rs′,k′(t, τ)

]
k

)
1≤ j≤2m

,

with s′ = s+1
2 , k′ = k − 1

2 .

Proof. The theta decomposition (8.19) can be formulated in terms of the Jacobi
Maass form F on H×C and the components of the associated vector-valued Maass
form (F j) j mod 2m:

(8.40) F(τ, z) =
2m∑
c=1

Θm,c(τ, z)Fc(τ) .

Expanding the theta functions this becomes

F(τ, z) =
2m∑
c=1

Fc(τ)
∑
j∈Z

j≡c mod 2m

eπi j2τ/2mIm (τ)1/4e2πi jz

=
∑
j∈Z

Fj(τ) Im (τ)1/4 eπi j2τ/2me2πi jz .

Here, for j ∈ Z, the map Fj refers to the unique map Fc with c ≡ j mod 2m with
c ∈ [1, 2m]. This formula can be viewed as a Fourier expansion in z. The Fourier
expansion has only terms that are holomorphic in z. This corresponds to Yk,m

− F = 0;
see [27, p. 91].

In (8.38) we defined Im (τ)1/4Cj(τ) as the Fourier coefficient of order j. So

C j(τ) = eπi j2τ/2m Fj(τ) .

This implies the proposition. □
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