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Abstract

We study the asymptotic behavior of zeros of the Selberg zeta-function
for the congruence subgroupΓ0(4) as a function of a one-parameter family
of characters tending to the trivial character. The motivation for the study
comes from observations based on numerical computations. Some of the
observed phenomena lead to precise theorems that we prove and compare
with the original numerical results.
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Introduction

This paper presents computational and theoretical resultsconcerning zeros of the
Selberg zeta-function. The thesis [Fr] shows that it is possible to use the transfer
operator to compute in a precise way zeros of the Selberg zeta-function, and carries
out computations forΓ0(4) for a one-parameter family of characters. The results
show how zeros of the Selberg zeta-function follow curves inthe complex plane
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parametrized by the character. In this paper we observe several phenomena in the
behavior of the zeros as the character approaches the trivial character. Motivated by
these observations we formulate a number of asymptotic results for these zeros, and
prove these results with the spectral theory of automorphicforms. These asymp-
totic formulas predict certain aspects of the behavior of the zeros more precisely
than we guessed from the data. We compare these predictions with the original
data. In this way our paper forms an example of interaction between experimental
and theoretical mathematics.

In [Se90] it is shown that for the groupΓ0(4) and a specific one-parameter
family of characters, the Selberg zeta-function not only has countably many zeros
on the central line Reβ = 1

2, but has also many zeros in the spectral plane situated
on the left of the central line, the so-called resonances. Both types of zeros change
when the character changes. As the character approaches thetrivial character the
resonances tend to points on the lines Reβ = 1

2 or Reβ = 0, or to the non-trivial
zeros ofζ(2β) = 0, so presumably to points on the line Reβ = 1

4. Many of these
zeros have a real part tending to−∞ as the parameter of the character approaches
other specific values.

In this paper we focus on zeros on or near the central line Reβ = 1
2, and

consider their behavior as the character approaches the trivial character.
In Section 1 we describe observations in the results of the computations. We

state the theoretical results, and compare predictions with the observations in the
computational results. The approach of Fraczek is based on the use of a transfer
operator, which makes it possible to consider eigenvalues and resonances in the
same way. See [Fr,§7.4].

In Section 2 we give a short list of facts from the spectral theory of automorphic
forms, and give the proofs of the statements in§1.

In Section 3 we recall the required results from spectral theory, applied to the
groupΓ0(4). Not all of the facts needed in§2 are readily available in the literature,
some facts need additional arguments in the present situation. The spectral theory
that we apply uses Maass forms with a bit of exponential growth at the cusps. In
this way it goes beyond the classical spectral theory, whichconsiders only Maass
forms with at most polynomial growth. We close§3 with some further remarks on
the method and on the interpretation of the results.

We thank the referee for his remarks and suggestions. The first named author
thanks D. Mayer for several invitations to visit Clausthal and thanks the Volkswa-
genstiftung for the provided funds.
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1 Discussion of results

The congruence subgroupΓ0(4) consists of the elements
[

a
c

b
d

]

∈ PSL2(Z) with c ≡
0 mod 4. By

[

a
c

b
d

]

we denote the image in PGL2(R) of
(

a
c

b
d

)

∈ GL2(R). The group

Γ0(4) is free on the generators
[

1
0

1
1

]

and
[

1
−4

0
1

]

. A family α 7→ χα of characters
parametrized byα ∈ C modZ is determined by

χα

(

[

1
0

1
1

]

)

= e2πiα , χα

(

[

1
−4

0
1

]

)

= 1 . (1.1)

The character is unitary ifα ∈ R modZ. This is the family of characters ofΓ0(4)
used in [Fr]. See especially§6.5. Up to conjugation and differences in parametriza-
tion, this is the family of characters considered in [Se90,§3], and in [PS92] and
[PS94].

For a unitary characterχ of a cofinite discrete groupΓ the Selberg zeta-function
Z(Γ, χ; ·) is a meromorphic function onC with both geometric and spectral rele-
vance. As a reference we mention [He83, Chapter X,§2 and§5]. One may also
consult [Fi], or [Ve90, Chapter 7].

The geometric significance is clear from the product representation

Z(Γ, χ; β) =
∏

k≥0

∏

{γ}

(

1− χ(γ) e−(β+k)ℓ(γ)) (Reβ > 1) , (1.2)

wherek runs over integers andγ over representatives of primitive hyperbolic con-
jugacy classes. Byℓ(γ) is denoted the length of the associated closed geodesic.
This geometric aspect is used in the investigations in [Fr].By means of a transfer
operator, Fraczek is able to compute zeros of the Selberg zeta function forΓ0(4) as
a function of the characterχα.

Via the Selberg trace formula, the zeros of functionZ(Γ, χ; ·) are related to
automorphic forms. This is the relation that we use in Sections 2 and 3 for our
theoretical approach.

We denote byZ(α, β) the Selberg zeta-functionβ 7→ Z
(

Γ0(4), χα; β) for α ∈ R.
We consider its zeros in the region Imβ > 0.

For each value ofα ∈ R the zeros ofZ(α, ·) form a discrete set. In Figure 1
we give the non-trivial zeros ofZ(α, ·) in the region [0, 1] × i[0, 10] in theβ-plane
for the trivial character,α = 0, [Fr, Table D.1], and the nearby valueα = 1

10
(interpolation of data discussed in [Fr,§8.2]). In the unperturbed situation,α = 0,
the zeros to the left of the central line, theresonances, are known to occur at the
zeros ofζ(2β), of which only one falls within the bounds in the figure. There are
also zeros at pointsπiℓlog 2 with ℓ ∈ Z.
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Figure 1: Zeros of the Selberg zeta-functionZ(α, ·) = Z(χα, ·) in the region [0, 1] ×
i[0, 10] of the spectral plane. On the left forα = 0, on the right forα = 1

10.
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We call zerosβ of Z(α, ·) = 0 with Reβ = 1
2 eigenvalues, although we will see

in §3.3 thatβ−β2 qualifies better for that name. The lowest unperturbed eigenvalue
is .5+3.70331i. Perturbation toα = 1

10 gives a more complicated set of zeros, many
of which are eigenvalues.

In [Fr, §8.2] it is explained how zeros are followed as a function of the parame-
ter. They follow curves that either stay on the central line,or move to the left of the
central line and touch the central line only at some points. Fraczek has prepared
animations of the zeros ofβ 7→ Z(α, β) as a function ofα. See

http://homepages.warwick.ac.uk/staff/M.Fraczek/character.html

The computations for [Fr] were done with the author’s own packages. See
Appendix A ”Project Morpheus” inloc. cit. The comparison of the theoretically
obtained asymptotic formulas with the data has been carriedout with [Pari] and
[Sage]; for some of the pictures we used Mathematica.

1.1 Curves of eigenvalues

To exhibit curves of zeros of the Selberg zeta-function on the central line Reβ = 1
2

we plot Imβ as a function ofα. The curves in Figure 2 were obtained in [Fr] by
first determining for the arithmetical casesα ∈

{1
8,

1
4,

3
8,

1
2} all zeros in a region of

the form 1
2 + i[0,T]. Here we display only those zeros which stay on the central

line Reβ = 1
2. The computations suggest that all these zeros go toβ = 1

2 asα ↓ 0,
along curves that are almost vertical for small values ofα. Our first result confirms
this impression, and makes it more precise:

Theorem 1.1. For each integer k≥ 1 there areζk ∈ (0, 1] and a real-analytic map
τk : (0, ζk)→ (0,∞) such that Z

(

α, 1
2 + iτk(α)

)

= 0 for all α ∈ (0, ζk).
For each k≥ 1

τk(α) =
πk

− log(π2α/4)
+O

( k2

(logα)3

)

asα ↓ 0 . (1.3)

So the theory tells us that there are infinitely many curves ofzeros going down
asα ↓ 0, and that for each curve the quantity−π−1 Im β log π

2α
4 tends to an integer.

In Figure 3 we plot this quantity againstα (on a logarithmic scale), and obtain the
integers 1–19 as limit values. This nice agreement convinced us that our numerical
and analytical results confirmed each other. The theorem does not state that all
zeros of the Selberg zeta-function on the central line occurin these families. The
spectral theory of automorphic forms allows the possibility that there are other
families.

Figure 2 shows also a regular behavior near many parts on the central line. By
theoretical means we obtain:
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Figure 2: Zeros ofZ(α, β) with 0 < α ≤ 1
2, β ∈ 1

2 + i(0, 10). Horizontal:α; vertical:
Im β.

6



0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

1e-60 1e-50 1e-40 1e-30 1e-20 1e-10

Figure 3: On the vertical axis the quantity−π−1 Im β log π
2α
4 is given for those

curves in the data set of [Fr] for whichβ goes to1
2 along the central line asα ↓ 0.

The horizontal axis givesα on a logarithmic scale. Soα ↓ 0 means going to the
left in the graph.
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Theorem 1.2. Let I ⊂ (0,∞) be a bounded closed interval such that the interval
1
2 + i I on the central line does not contain zeros of the unperturbed Selberg zeta-
function Z(0, ·).

Let for t≥ 0

ϕ−
(1
2
+ it

)

= arg
(

π2it 21+2it − 1

21−2it − 1

ζ(−2it)
ζ(2it)

)

, (1.4)

with ζ the Riemann zeta-function, be the continuous choice of the argument that
takes the value0 for t = 0.

For all sufficiently large k∈ Z there is a function ak : I → (0, 1) inverting on I
the functionτk of the previous theorem:τk

(

ak(t)) = t for t ∈ I. Uniformly for t ∈ I
we have

ak(t) = π
−1eϕ−(1/2+it)/2t+πkI /2t e−πk/t

(

1+O
(

e−πk/t
)

)

(k→ ∞) , (1.5)

for some kI ∈ Z.

The theorem gives an assertion concerning the behavior of the zeros on the cen-
tral line at given positive valuest of Im β, and describes the asymptotic behavior as
the parameterk from the previous theorem tends to∞. To compare this prediction
with the data we determine by interpolation the valueak(t) for the curves used in
Figure 3. The theorem predicts that

log
(

πak(t)
)

+
πk
t
− ϕ−(1/2+ it)

2t
≈ πkI

2t
+O

(

e−πk/t
)

. (1.6)

We used the data for the curves with 1≤ k ≤ 19 to compute an approximation
of the quantity on the left in (1.6). We consider this as a vector in R19, with co-
ordinates parametrized byk, and project it orthogonally on the line spanned by
(1, 1, . . . , 1) with respect to the scalar product (x, y) =

∑19
k=1 k20 xk yk, and thus ob-

tain approximations ofπkI/2t, which are given in Table 1.

t : 1 2 3 4 5 6 7 8 9
−2.000 −2.000 −2.000 −2.000 −2.000 2.000 2.000 4.015 10.17

Table 1: Approximation ofkI in (1.6).

Figure 4 illustrates the approximation ofkI for more values oft between 0.05
and 9.00. The intervalsI in the theorem should not contain zeros of the unperturbed
Selberg zeta-function. Actually, the proofs will tell us that not all unperturbed zeros
are not allowed to occur inI , only those associated to Maass cusp forms that are odd
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Figure 4: Approximation ofkI for t ∈ (0, 9] ∩ 1
20Z. The vertical lines indicate the

position of the unperturbed odd eigenvalues (from [Fr, Table D.1]).

for the involution induced byz 7→ z̄/(2z̄− 1). We have indicated the corresponding
t-values by vertical lines in Figure 4.

The computational results suggest thatkI is even. We have no clear theoretical
explanation of this observation.

1.1.1 Avoided crossings.

If one looks at the graphs of the functionsτk in Figure 2 (ignoring the coloring) it
seems that the graphs intersect each other. In the enlargement in Figure 5 most of
these intersections turn out to be no intersections after all. This is the phenomenon
of avoided crossingsthat is known to occur at other places as well; for instance in
the computations in [Str]. In the computations for [Fr] carewas taken to decrease
the step length whenever curves of zeros approached each other. In all cases this
indicated that the curves of zeros do not intersect each other. Theoretically, we
know that no intersections occur for the zeros moving along the central line in the
region indicated in Lemma 2.8.

In Remark 2.10 we will discuss that for some of thet0 > 0 with Z(0, 1
2+ it0) = 0

there may be a curve throught0 in the (α, t)-plane such thatτ′k(α) is relatively small
for the value ofα for which the graph ofτk intersects the curve. We show this only
under some simplifying assumptions formulated in Proposition 2.9.
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Figure 5: Enlargement of a subregion in Figure 2. Zeros ofZ(α, β) with 0 < α ≤ 1
2,

β ∈ 1
2 + i(7.1, 8.6).
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1.2 Curves of resonances

The zeros ofZ(α, β) with β to the left of the central line are more difficult to depict,
since they form curves in the three-dimensional set of (α, β) with α ∈ (0, 1) and
β ∈ C.

Figure 6 gives a three-dimensional picture. We see one curvein the horizontal
plane, corresponding to Imβ = 0. In this paper we do not consider real zeros of
the Selberg zeta-function. Many curves originate forα ≈ 0 from β = 1

2 and move
upwards in the direction of increasing values of Imβ. On the right we see also a
few more curves that wriggle up starting from higher values of Im β.

In Figure 7 we project the curves onto theβ-plane. In this projection we cannot
see theα-values along the curve. We see again the curves starting atβ = 1

2. Many
of them seem to touch the central line at higher values of Imβ. The curves that
start higher up are not well visible in this projection.

We can confirm certain aspects of these computational results by theoretical
results. We start with the behavior of the resonances near

(

0, 1
2

)

.

Theorem 1.3. There areε1, ε2, ε3 > 0 such that all(α, β) that satisfy Z(α, β) = 0,
α ∈ (0, ε1], 1

2 − ε2 ≤ Reβ < 1
2, and0 < Im β ≤ ε3 occur on countably many curves

t 7→
(

αk(t), σk(t) + it
)

(0 < t ≤ ε3) ,

parametrized by integers k≥ 1. The functionsαk andσk are real-analytic. The
values ofσk are in

[1
2 − ε2,

1
2

)

. For each k≥ 1 the mapαk is strictly increasing and
has an inverse tk on some interval(0, ζk] ⊂ (0, ε1]. Asα ↓ 0 we have

tk(α) =
πk

| logπ2α|
+O

( 1

| logπ2α|4
)

, (1.7)

σk
(

tk(α)
)

=
1
2
− 2(πk log 2)2

| logπ2α|3
+O

( 1
| logπ2α|4

)

. (1.8)

The theorem confirms that there are many curves of resonancesthat approach
the point (0, 1

2) almost vertically asα ↓ 0. To check this, one may consider the
three quantities

k1(α, β) =

√

(1
2
− Reβ

)

| logπ2α|3/2π2(log 2)2 ,

k2(α, β) =
1
π

∣

∣

∣log
(

π2α
)

∣

∣

∣ Im β ,

k3(α, β) =
2(log 2)2 (Im β)3

π
(1

2 − Reβ)
,

(1.9)
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Figure 6: Zeros with Reβ < 1
2, α > 0, in a 3-dimensional graph. On the vertical

axis Imβ runs from 0 to 10. The ‘horizontal’ axis running to the left gives the
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Figure 7: Curves of resonances in the complex plane. The vertical axis carries Imβ
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file name c0,1 c0,2 c0,3

data/n4-deform-S6.coff 1.00000095598 1.00000017452 0.999999581376
data/n4-deform-S8.coff 1.99992137802 2.00000702518 2.00002268168
data/n4-deform-S7.coff 2.99968426317 2.99999059702 3.00014897712
data/n4-deform-S1-1.coff 3.98471080167 3.99973024912 4.00794474117
data/n4-deform-S3.coff 4.97736802386 4.99941134657 5.01294455984
data/n4-deform-S16.coff 5.99987178401 5.99996232684 6.00002349805
data/n4-deform-S19.coff 6.9671815617 6.99744815359 7.03093500105
data/n4-deform-S23.coff 8.10285518358 7.99040140315 8.02661700448
data/n4-deform-S26.coff 9.04510381727 8.99230508629 9.04177665474
data/n4-deform-S11.coff 10.1363876464 9.9901573178 10.0254416847
data/n4-deform-S34.coff 11.4927014007 10.9860234485 10.9219590835
data/n4-deform-S43.coff 11.9413495934 11.9959052883 12.0661799032
data/n4-deform-S38.coff 13.3191668844 12.988532992 12.9785198908
data/n4-deform-S46.coff 14.0431747756 13.993197026 14.0160494173

Table 2: Least square approximation of the limitsc0, j of the quantitiesk j in (1.9).
(The first column refers to the naming in [Fr] of the curves of zeros.)

which should each approximate the “real”k asα ↓ 0. A graphical approach does
give less satisfactory results than those in Figure 3. The range of values ofα for
which we have data seems not to approach 0 sufficiently closely to draw definite
conclusions concerning the limit behavior. In a non-graphical approach we approx-
imate the limit value by finding the coefficients in a least square approximation

k j(α, β) ≈
4

∑

ℓ=0

cℓ, j
| logα|ℓ

(1.10)

over the 500 data points with lowest values ofα on each of the curves of resonances
going to

(

0, 1
2

)

. The coefficient c0, j should be an approximation of the limit. The
data are in Table 2. This gives a reasonable confirmation that(1.7) and (1.8) de-
scribe the asymptotic behavior of the data. We also experimented with direct least
square approximation of the coefficients of the expansion oftk(α) andσk

(

tk(α)
)

as
a function of 1

| logπ2α| . The results from the approximation ofσk
(

tk(α)
)

were less
convincing than those in Table 2.

The next result concerns curves higher up in theβ-plane.

Theorem 1.4. Let I be a bounded interval in(0,∞) such that{0} ×
(

1
2 + iI

)

does
not contain zeros of the unperturbed Selberg zeta-functionZ(0, ·).

There are countably many real-analytic curves of resonances of the form

t 7→
(

αk(t), σk(t) + it
)

with t ∈ I ,

14
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Figure 8: Approximation ofkI for t ∈ (0, 9] ∩ 1
20Z. The vertical lines indicate the

position of unperturbed even eigenvalues (from [Fr, Table D.1]).

parametrized by integers k≥ k1 for some integer k1. Uniformly for t ∈ I we have
the relations

αk(t) =
1
π

eA(1/2+it)/2t e−πk/t
(

1+O
(1
k
)

)

, (1.11)

1
2
− σk(t) =

t
2πk

M
(1
2
+ it) +O

( 1

k2

)

, (1.12)

as k→ ∞, where M(1/2+ it) and A(1/2+ it) are the real and imaginary part of a
continuous choice of

t 7→ log
(

π2it (21+2it − 1
) ζ(−2it)
ζ(2it)

)

.

If we would use a standard choice of the argument the functionA would have
discontinuities. The parameterk is determined by the choice of the branch of the
logarithm. The theory does not provide us, as far as we see, a way to relate the
numbering of the branches for different intervalsI .

We compare relation (1.11) with the data files in the same way as we used for
Theorem 1.4. The theorem says that the relation holds for some choiceA of the
argument. We picked a continuous choice. Then we expect a factor eπkI /t in (1.11)
with kI constant on intervals as indicated in the theorem. This leads to Figure 8.
The functionM in (1.12) has the simple formM(1/2+ it) = log

∣

∣

∣21+2it −1
∣

∣

∣. Figure 9
gives this function and the approximation of it based on (1.12). Figures 8 and 9
show differences that we do not understand well.

In Figure 7 it seems that atβ ≈ 1
2 + 4.5 i many curves touch the central line.

Moreover, relation (1.12) suggests that there are infinitely many curves that are
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Figure 9: The functiont 7→ log
∣

∣

∣21+2it − 1
∣

∣

∣ and its approximation based on (1.12).

tangent to the central line at the points1
2+

πi
log 2ℓ with ℓ ∈ Z. In Figure 7 there seems

to be a common touching to the central line atβ ≈ 1
2+9.0 i as well. Figure 10 gives a

closer few at the resonances nearβ = 1
2+

πi
log 2 for curves computed in [Fr]. There is

no common touching point, but a sequence of tangent points approaching1
2 +

πi
log 2.

See [Fr, Conclusions 8.2.32 and 8.2.33] for a further discussion. Concerning this
phenomenon we have the following result:

Theorem 1.5. Suppose that an interval I as in Theorem 1.4 contains in its interior
a point tℓ := πℓ

log 2 with an integerℓ ≥ 1. Then there is k2 ≥ k1 such that for each
k ≥ k2 the curve t7→ σk(t) + it in Theorem 1.4 is tangent to the central line in a
point 1

2 + itℓ + iδk ∈ 1
2 + iI, and theδk satisfy

δk =
η2

π2
eA(1/2+itℓ)/tℓ e−2πk/tℓ

(

1+O
(

k−1)
)

, (1.13)

for someη2 ∈ R. The function A is as in Theorem 1.4.

We do not get information concerningη2 from the theory. [Fr, Table 8.8] gives
approximated tangent points near1

2 +
πi

log 2. In Figure 11 we give the corresponding
approximations of logη2.

Remark1.6. Theorems 1.1–1.5 have been motivated by part of the observations of
Fraczek. In the next sections we present proofs that do not depend on the compu-
tations. The comparisons of the theoretically obtained asymptotic results with the
computational data is in some cases convincing, and show in other cases discrep-
ancies that we do not understand fully.

Remark1.7. Figure 6 shows curves of resonances that do not approachβ = 1
2 as

α ↓ 0. One of these curves is depicted in Figure 12, with an enlargement of the part
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Figure 11: Approximation ofη2 in Theorem 1.5 forℓ = 1, based on [Fr, Table 8.8].
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Figure 13: Enlargement of the initial part of the curve in Figure 12.

with small values ofα in Figure 13. The suggestion is that this curve forms loops
that repeatedly touch the central line.

We cannot prove that this type of behavior is bound to happen.In Proposition
2.20 we work under a number of assumptions, and then can provesome of the
properties that can be seen in the data.

2 Proofs

In this section we prove the theoretical results stated in§1. The ingredients from
the spectral theory of automorphic forms that we use are the scattering matrix and
a generalization of it.
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In §2.1–2.2 we summarize the facts we need. In§2.3–2.5 we prove the results
in §1.

2.1 Facts from spectral theory

We will need a restricted list of facts from the spectral theory of automorphic forms.
Table 3 gives a reference to a further discussion.

In the spectral theory of automorphic forms thescattering matrixplays an im-
portant role. For the unperturbed situationα = 0 it is explicitly known:

C0(β) =
1

22β − 1
Λ(2β − 1)
Λ(2β)





















21−2β 1− 21−2β 1− 21−2β

1− 21−2β 21−2β 1− 21−2β

1− 21−2β 1− 21−2β 21−2β





















, (2.1)

whereΛ(s) = π−s/2Γ(s/2)ζ(s) is the completed Riemann zeta-function.

Fact 2.1.The zeros of Z(0, ·) in the regionReβ < 1
2 and Im β > 0 are the values at

which one of the matrix elements of the scattering matrixC0 has a singularity.

The occurrence ofζ(2β) in the denominator of the matrix elements explains the
zeros ofZ(s, ·) with Reβ = 1

4. The factor (22β − 1)−1 produces zeros on the line
Reβ = 0.

The scattering matrix in (2.1) can be embedded in a meromorphic family of
matrices

C(α, β) =





















C0,0(α, β) C0,∞(α, β) C0,∞(α, β)
C0,∞(α, β) C∞,∞(α, β) C∞,−1/2(α, β)
C0,∞(α, β) C∞,−1/2(α, β) C∞,∞(α, β)





















(2.2)

of 3 × 3-matrices onU × C, whereU is a neighborhood of (−1, 1) in C. We call
it the extended scattering matrix. Its construction depends on functional analysis,
and is far from explicit. We will use its properties in 2.3–2.6.

The columns and rows are indexed by 0,∞ and−1
2 (representatives of the cusp-

idal orbits ofΓ0(4)). If all symmetries visible in the matrix in (2.1) would disappear
under perturbation, there would be nine different matrix elements. However, some
of the symmetries survive perturbation

Fact 2.2. The extended scattering matrix satisfies the symmetries indicated by the
coinciding matrix entries in(2.2).

Fact 2.3.The restrictionβ 7→ C(0, β) exists and is the scattering matrixβ 7→ C0(β)
in (2.1).

We note that a meromorphic function (α, β) 7→ f (α, β) on an open set ofC2

may have a singularity at (α0, β0) that is not visible as a singularity ofβ 7→ f (α0, β).
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(Consider for instancef (α, β) = α−β
α+β

at (0, 0).) Such singularities are said to be of
indeterminate type.

Fact 2.4. Let β0 ∈ 1
2 + i[0,∞). If the extended scattering matrix has a singularity

at (0, β0), then Z(0, β0) = 0 andβ0 ,
1
2.

In (2.1) we see that such a singularity has necessarily indeterminate type.
There are functional equations:

Fact 2.5.We have

C(−α, β) = C(α, β)t , C(α, 1− β) = C(α, β)−1 ,

C(ᾱ, 1− β̄) =
(

C(α, β)t)−1
.

(2.3)

as identities of meromorphic families of matrices on U× C.

For the perturbed situation there is also a scattering “matrix”, with size 1× 1.
Unlike the scattering matrix forα = 0, we have no explicit formula for it. However
it can be expressed in the matrix elements of the extended scattering matrix.

Fact 2.6. Let X, C+ and C− be the meromorphic functions on U+ × C, with U+ =
{α ∈ U : Reα > 0}, given by

X(α, β) = (πα)2β−1 Γ
(1
2
− β

)

Γ(β − 1
2
)−1
, (2.4)

C±(α, β) = C∞,∞(α, β) ±C∞,−1/2(α, β) . (2.5)

The meromorphic function

D0,0(α, β) =
C0,0(α, β) − X(α, β)

(

C0,0(α, β) C+(α, β) − 2C0,∞(α, β)2)

1− X(α, β) C+(α, β)
(2.6)

on U+ × C, has a meromorphic restriction Dα to the complex line{α} × C for each
α ∈ (0, 1).

For α ∈ (0, 1) the zeros of the Selberg zeta-function Z(α, β) with Im β > 0
satisfyReβ ≤ 1

2. Those of these zeros that satisfyReβ < 1
2 are the values ofβ at

which Dα(β) has a singularity.

We note that the existence of the restriction to{α} ×C is a non-trivial assertion.
It says that the meromorphic functionD0,0 has no singularity along this complex
line.

Fact 2.7. If C− is holomorphic at(α, β) ∈ (0, 1)×
(

1
2 + iR

)

and

X(α, β) C−(α, β) = 1 ,

then Z(α, β) = 0.
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(2.1) [Hu84] 2.4 §3.5

2.1 §3.3 2.5 §3.1

2.2 (3.6) and§3.6 2.6 §3.2 and§3.3

2.3 §3.1 2.7 §3.4

Table 3: The places in§3 where a reference or a proof is given for the facts in§2.1.

2.2 The extended scattering matrix

The functional equations in 2.5 imply thatC(α, β) is a unitary matrix ifα ∈ (−1, 1)
and β ∈ 1

2 + iR. This implies that ifα0 ∈ (−1, 1) then the matrix elements of
C(α0, β) are bounded. So the restrictionβ 7→ C(α0, β) cannot have singularities on
the line {α0} ×

(

1
2 + iR

)

as a function of the variableβ. Nevertheless, the matrix

elements can have singularities at (α0, β0) with Reβ0 =
1
2 as functions of the two

complex variables (α, β).
The extended scattering matrix can be partly diagonalized:

U C U−1 =

(

C+ 0
0 C−

)

, U =

























1 0 0
0 1√

2
1√
2

0 − 1√
2

1√
2

























,

C+ =
(

C0,0
√

2C0,∞√
2C0,∞ C+

)

.

(2.7)

For (α, β) ∈ (−1, 1) ×
(

1
2 + iR

)

the matrixC+(α, β) is unitary, and
∣

∣

∣C−(α, β)
∣

∣

∣ = 1.
The functional equations in 2.5 imply similar relations forC+. Forα = 0 we have

U C0(0, β) U−1 =
Λ(2β − 1)
Λ2β



























21−2β

22β−1

√
2(1−21−2β)

22β−1 0√
2(1−21−2β)

22β−1
1

22β−1 0

0 0 22(1−β)−1
22β−1



























. (2.8)

2.3 Curves of eigenvalues

For curves of eigenvalue s,i.e., zeros of the Selberg zeta-function that stay on the
central line, the fact 2.7 is important.

Lemma2.8. There is a simply connected set S− ⊂ (0, 1)×
( 1

2 + i(0,∞)
)

in which C−
has no singularities. For each bounded interval I⊂ (0,∞) there isεI ⊂ (0, 1) such
that (0, εI ) ×

(1
2 + iI

)

⊂ S−.
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Proof. If f andg are non-zero holomorphic functions on an open subsetU ⊂ C2

without common factor in the ring of germs of holomorphic functions atp ∈ U then
their null sets intersect each other in an analytic subset ofU that has dimension 0
nearp. ([GR, Chap. 5,§2.4] implies that the null sets have dimension 1 atp. If
their intersection would also have dimension 1 atp, then any prime component of
this intersection in the Lasker-Noether decomposition [GR, p. 79] would be given
by a common factor off andg in the ring of germs atp.) So the quotientf /g
can have singularities of indeterminate type only at a discrete set of points inU.
Applying this toC− the set of points to avoid is discrete in

[

0, 1
2

]

×
(1

2 + i[0,∞)
)

.
Let tI = maxI . We takeεI equal to the minimum of theα for which (α, β) is one
of the finitely many points of indeterminacy ofC− in

(

0, 1
2

]

×
(1

2 + i[0, tI ]
)

. �

We consider the equationX C− = 1 in 2.7 in the setS−. The function

Y−(α, β) =
Γ(β − 1

2)

Γ(1
2 − β

)

1
C−(α, β)

(2.9)

is holomorphic at all points ofS−, and has absolute value 1 at the points ofS−.
The equationX C− = 1 onS− is equivalent to

(πα)2β−1 = Y−(α, β) .

We can choose a continuous argumentA−(α, β) of Y−(α, β) on S−, since this set
is simply connected. The function 1/C− may have singularities (of indeterminate
type) at points of{0} ×

(

1
2 + iR

)

. If that occurs then the continuous extension ofA−

to {0} ×
(

1
2 + iR

)

minus the points where 1/C− is singular does not have a constant
difference with a continuous argument of

Y−
(

0,
1
2
+ it

)

= π2it 21+2it − 1
21−2it − 1

ζ(−2it)
ζ(2it)

.

See (2.1). From 2.4 we see thatY− is holomorphic at (0, 1
2). It has value 1 at (0, 1

2).
We normalizeA− such that its continuous extension has value 0 at (0, 1

2). We find
the Taylor approximation

A−
(

α,
1
2
+ it

)

= 2t log
4
π
+O(t2) +O(α) as (α, t)→ (0, 0) . (2.10)

With this preparation, we can reformulate the equationX C− = 1 in S− as

2t logπα = A−
(

α,
1
2
+ it

)

− 2πk , (k ∈ Z) . (2.11)

We have writtenβ = 1
2 + it.
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Proof of Theorem 1.1.The formulation in (2.11) shows that the solution set of
X C− = 1 in S− is the disjoint union of componentsVk, parametrized by the in-
tegerk in (2.11).

We takeε1 > 0, ε2 > 0 such thatΩ = (0, ε1) ×
(

1
2 + i(0, ε2)

)

⊂ S− and such
that |A−| < π onΩ. In the course of the proof we will impose a finite number of
additional conditions onε1 andε2.

Equation (2.11) implies that for (α, 1
2 + it) ∈ Vk ∩Ω we have

e−(C+πk)/t ≤ πα ≤ e(C−πk)/t

for someC ≤ π2. On the basis of this first estimate we proceed more precisely, and
obtain

2t log
π2α

4
= −2πk+O(t2) +O(α) = −2πk+O(t2) , (2.12)

and conclude

α =
4

π2
e−πk/t

(

1+O(t)
)

. (2.13)

If k ≤ 0 this does not allow small values ofα for t ∈ (0, ε2). Hencek ≥ 1.
To show thatVk ∩ Ω is the graph of a function, we apply the implicit function

theorem. The setVk is the level setF(α, t) = −2πk of the functionF(α, t) =
2t logπα − A−

(

α, 1
2 + it

)

, with derivatives

∂F
∂α
=

2t
α
+O(1),

∂F
∂t
= 2 log

π2α

4
+O(t) +O(α) .

So ∂F
∂α
> 0 and ∂F

∂t < 0 if we takeε1 andε2 sufficiently small. SoVk ∩ Ω is the
graph of an injective functionα 7→ 1

2 + iτk(α) on (0, ε1). SinceF is a real-analytic
function, the analytic implicit function theorem shows that τk is real-analytic. (See,
e.g., [KrPa, Theorem 6.1.2].)

From (2.12) it follows that forα ∈ (0, ε1), with ε1 sufficiently small,

τk(α) = O
(

k/ log(π2α/4)
)

.

and then

τk(α) =
−πk+O

(

τk(α)2)

log π
2α
4

=
πk

− log π
2α
4

(

1+O
(

k2/ log(π2α/4)2
)

)

. (2.14)

This gives (1.3). �

Proof of Theorem 1.2.Let I ⊂ (0,∞) be an interval as in the theorem. Lemma 2.8
provides us withεI such that (0, εI ) ×

(

1
2 + iI

)

⊂ S−. Since{0} ×
(

1
2 + iI

)

does not
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contain singularities ofC− the functionA− is continuous and hence bounded on
[0, ε1] ×

(

1
2 + iI

)

for 0 < ε1 < εI .
The graphτk is the level curveF = −2πk of the function

F(α, t) = 2t logπα − A−
(

α,
1
2
+ it

)

, (2.15)

and hence the graphs ofτk for different values ofk do not intersect each other inS−.
The asymptotic relation (1.3) shows thatτk(α) < τk1(α) if k < k1 for sufficiently
smallα. Since the graphs have no intersections this relation is preserved throughout
the intersection of the domains ofτk andτk1. The Selberg zeta-function is not the
zero function, the eigenvaluesτk(ε1) form a discrete set, with only finitely elements
under maxI . We takek(ε1) such thatτk(ε1) > maxI for all k ≥ k(ε1).

Taket ∈ I andk ≥ k(ε1). The functionF is equal to−2πk along the graph of
τk. We have limα↓0 F(α, t) = −∞, andF(α, t) is larger than−2πk under the graph
of τk. In particularFk(ε1, t) > −2πk sinceτk(ε1) > maxI . Differentiation gives

d
dα

Fk(α, t) =
2t
α
+O(1).

So the derivative ofα 7→ Fk(α, t) is positive forα ∈ (0, ε1] if we takeε1 sufficiently
small. So there is a uniqueak(t) ∈ (0, ε1] such thatτk

(

ak(t)
)

= t. This functionak

invertsτk on I .

r

r

r

ε1 α

I

F = −2πk

t

The estimate

2t logπak(t) + 2πk = A−
(

0,
1
2
+ it

)

+O
(

ak(t)
)

is uniform for t ∈ I . It implies logak(t) = −πkt + O(1) uniform for t ∈ I and
k ≥ k(ε1), and hence

πak(t) = exp
(

−πk/t + A−(0, 1/2+ it)/2t +O(e−πk/t)
)

.

The functionϕ− in the theorem is continuous on [0,∞). The argumentA−
(

0, 1
2 + it

)

differs from it by 2πkI for some integer depending on the intervalI . (More pre-
cisely, depending on the component ofI in [0,∞) minus the singularities ofY−.)
This gives (1.5). �

25



Avoided crossing.For (α, β) =
(

α, 1
2 + it

)

in the setS− in Lemma 2.8 the gradient
of F is

∇F(α, t) =

(

2t/α
2 logπα

)

− ∇A−(α, 1/2+ it) .

On the sets considered in Theorem 1.2 the gradient ofA−
(

α, 1
2 + it

)

is O(1). If
t = τk(α), then∇F(α, β) is proportional to

(

τ′k(α),−1
)

, and hence

τ′k(α) =
2tα−1 +O(1)
−2 logπα +O(1)

=
t

α | logπα|
(

1+O(1/ logα|)
)

.

This confirms that the graphs of theτk are steep for smallα.
If we are near a singularity ofC− at (0, β0) ∈ {0} ×

(

1
2 + i(0,∞

)

this reasoning
is no longer valid. In 2.4 we see that this can only occur ifβ0 is an unperturbed
eigenvalue. For (α, β) ∈ S− we have|C−(α, β)| = 1. So ifC− has a zero or a pole at
(α, β) near (0, β0) with α real, then Reβ , 1

2.
It seems hard to analyze this precisely for a complicated singularity. Hence we

work under simplifying assumptions.

Proposition2.9. Letβ0 =
1
2 + it0 with t0 > 0. We assume that on a neighborhood

Ω of (0, β0) in C2 the matrix element C− of the extended scattering matrix has the
form

C−(α, β) = λ(α, β)
β − β0 − n(α)
β − β0 − p(α)

, (2.16)

where n and p are holomorphic functions on a neighborhood of0 in C and λ is
holomorphic onΩ without any zeros. We suppose furthermore that n(0) = p(0) =
0, andRep′′(0) , 0.

Then there areε0 > 0and k0 ≥ 1such that for all k≥ k0 there existsαk ∈ (0, ε1]
such thatτk(αk) = t0 + Im p(αk), and for theseαk we have

τ′k(αk) = Im p′(αk) −
1
2

t0 Rep′(αk) +O(α2
k) . (2.17)

Remark2.10. Suppose thatβ0 ∈ 1
2 + i(0,∞) is an unperturbed eigenvalue,i.e.,

Z(0, β0) = 0. Then it might be associated to a singularity at (0, β0) of the extended
scattering matrix, as in 2.4. This singularity might be visible as a singularity of the
coefficientC−. For that case, the assumptions in the proposition seem to describe
the most general situation. If these assumptions are satisfied then there is the curve

Kβ0 : α 7→
(

α, t0 + Im p(α)
)

through (0, t0) such that the derivatives of theτk for all largek are relatively small
at the points where the graph ofτk crosses the curveKβ0. (See also Remark 3.5
in §3.7.)

26



Proof of Proposition 2.9.The assumption thatC− has a singularity atβ0 implies
that the functionsp and n cannot be equal. From 2.5 and (2.5) it follows that
C−(α, β) is even inα. This evenness is inherited by the zero set and the set of
singularities. Hencep and n are even functions. We also haveC−(ᾱ, 1− β̄) =
C−(α, β)−1. This impliesn(α) = −p(ᾱ). For realα we write pr (α) = Rep(α) and
pi(α) = Im p(α). Hence we have forα ∈ (0, ε1) andt ≈ t0:

Y−
(

α,
1
2
+ it

)

= λ
(

α,
1
2
+ it

)−1Γ(it)
(

−pr (α) + i(t − t0 − pi(α))
)

Γ(−it)
(

pr (α) + i(t − t0 − pi(α))
)

So modulo 2πZ:

A−
(

α,
1
2
+ it

)

≡ 2 arg
(

p(α) − i(t − t0)
)

+O(1), (2.18)

where the term indicated by O(1) has also bounded derivatives. So the gradient
with respect to the variablesα andt is

∇A−
(

α,
1
2
+ it

)

= O(1)+ Im















2 p′(α)
p(α)−i(t−t0)
−2i

p(α)−i(t−t0)















. (2.19)

The functionα 7→ F
(

α, t0 + pi(α)
)

, with F as in (2.15), tends to−∞ asα ↓ 0,
and has derivative

2 p′i (α) logπα +
2 (t0 + pi(α))

α
− Im

2 p′(α)
pr (α)

− Im
−2i

pr (α)
p′i (α) +O(1)

=
2t0 + 2pi (α)

α
+
−2 p′i (α) + 2p′i (α)

pr (α)
+O(1) =

2t0
α
+O(1),

where we use thatp(α) = O(α2) and p′(α) = O(α) asα ↓ 0, sincep is an even
function vanishing at 0. So there is an interval (0, ε1] on whichα 7→ F

(

α, t0+pi(α)
)

is increasing. Hence for all sufficiently large integersk there areαk ∈ (0, ε1] such
thatF(αk, t0 + pi(αk)

)

= −2πk, and thenτk(αk) = t0 + pi(αk).
We have 2τk(αk) logπαk = −2πk +O(1), since the argument in (2.18) stays

bounded in a neighborhood of (0, β0). So logπαk =
−πk
t0
+ O(1) ask → ∞, and

henceαk ↓ 0.
We have, again usingp(α) = O(α2) andp′(α) = O(α),

∇F
(

αk,
1
2
+ iτk(αk)

)

=















2τk(αk)
αk
− Im 2 p′(αk)

pr (αk)

2 logπαk − Im −2i
pr (αk)















+O(1)

=















2t0
αk
− 2 p′i (αk)

pr (αk) +O(1)
2

pr (αk) +O(logαk)















.

27



Since the graph ofτk is a level curve ofF the gradient∇F
(

αk,
1
2 + iτk(αk)

)

is

orthogonal to

(

1
τ′k(αk)

)

. We usep(α) = 1
2 p′′(0)α2 +O(α3) andp′(α) = p′′(0)α +

O(α2) asα→ 0, and obtain:

τ′k(αk) = −
2 t0/αk − 2 p′i (αk)/p′r (αk) +O(1)

2/pr (αk) +O
(

logαk
)

=
−2 t0αk + 4αk p′′i (0)/p′′r (0)+O(α2

k)

4/p′′r (0)+O(α2
k logαk)

= αk
(

−
1
2

t0 p′′r (0)+ p′′i (0)
)

+O(α2
k) = p′i (αk) −

t0
2

p′r (αk) +O(α2
k) .

(2.20)

�

2.4 Curves of resonances originating at
(

0, 1
2

)

To find resonances forα ∈ (0, 1) we have to look for singularities of the scattering
“matrix” Dα(β) in 2.6. If we work on a region where the extended scattering matrix
has no singularities this means that we look for solutions ofX(α, β) C+(α, β) = 1
with the requirement that the resulting singularity ofD0,0(α, β) is not canceled by
a zero of the numerator in (2.6).

Proposition2.11. LetΩ be a region in(0, 1)× {β ∈ C : Im β > 0} that is invariant
under(α, β) 7→ (α, 1 − β̄) (reflection in the central line). Suppose that the matrix
C+ in (2.7) is holomorphic on a neighborhood opΩ in C2.

The denominator M= 1− X C+ in the expression for D0,0 in (2.6)vanishes at
(α, 1− β̄), if and only if the numerator N= C0,0−X

(

C0,0 C+ − 2C2
0,∞

)

vanishes at
(α, β).

Proof. The function∆ = C0,0 C+ − 2C2
0,∞ is the determinant of the matrixC+. It

follows from 2.5 thatC+(α, 1− β̄) =
(

C+(α, β)t)−1 for (α, β) ∈ Ω. If ∆would have a
zero at (α, β) ∈ Ω, this would contradict the holomorphy ofC+ onΩ. Furthermore,

X(α, 1− β̄) = X(α, β)−1.
We have

C+(α, 1− β̄) = coefficient at position (2, 2) of
(

C+(α, β)t)−1
=

C0,0(α, β)

∆(α, β)

Since∆(α, β) ∈ C∗ we have equivalence of the following assertions:

X(α, 1− β̄) C+(α, 1− β̄) = 1 , C+(α, 1− β̄) = X(α, 1− β̄)−1 ,

C0,0(α, β)/∆(α, β) = X(α, β) , C0,0(α, β) = X(α, β)∆(α, β) .
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Remark2.12. So zeros and singularities ofD0,0(α, β) are interchanged by the re-
flection in the central line. The meromorphic functionD0,0 is not the zero function,
since its restriction to the complex lines{α} × C for α ∈ (0, 1) are scattering “ma-
trices”, which are non-zero. So its sets of zeros and poles intersect each other only
in a discrete set inU+ × C.

We now consider the equation 1= X C+, in a region whereC+ has no singu-
larities. Analogously to (2.9), we put

Y+(α, β) =
Γ(β − 1

2)

Γ(1
2 − β)

1
C+(α, β)

. (2.21)

This is a meromorphic function onU ×C, and the equationX C+ = 1 onU+ ×C is
equivalent to

(πα)2β−1 = Y+(α, β) . (2.22)

A complication is that now we cannot restrict our consideration to a subset of
(0, 1)×

(

1
2 + i(0,∞)

)

, but have to allowβ to vary over a neighborhood of the central
line. The presence of singularities ofC+ makes it impossible to choose a well
defined argument globally.

Lemma2.13. Let I ⊂ [0,∞) be a bounded closed interval such that C+ has no
singularities at points

(

0, 1
2 + it

)

with t ∈ I. There areε1, ε2 > 0 such that the
solution set of(2.22) in

ΩI (ε1, ε2) = (0, ε1] ×
(

[1
2
− ε2,

1
2
+ ε2

]

× iI
)

(2.23)

consists of sets Vk parametrized by k∈ Z.
There exists k1 ∈ Z such that Vk is for all k ≥ k1 a real-analytic curve

t 7→
(

αk(t), σk(t) + it
)

(t ∈ I ) .

Proof. SinceC+ is holomorphic at all points of the compact set{0}×
(

1
2 + iI

)

, it has
the value given by the restriction toα = 0, which value we know explicitly from
(2.1) and (2.5):

C+
(

0,
1
2
+ it

)

=
π−2it Γ(it) ζ(2it)

(21+2it − 1)Γ(−it) ζ(−2it)
.

SoC+ has also no zeros on{0} ×
(1

2 + iI
)

. We can chooseε1, ε2 > 0 such thatC+
also has no singularities or zeros withα ∈ (0, ε1],

∣

∣

∣Reβ − 1
2

∣

∣

∣ ≤ ε2, and Imβ ∈ I .
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We take real-analytic functions onΩI (ε1, ε2)

M+(α, β) = log
∣

∣

∣Y+(α, β)
∣

∣

∣ ,

A+(α, β) = argY+(α, β) .
(2.24)

There is freedom in the choice of the argument. In this lemma we do not choose a
normalization.

The solution set of (2.22) inΩI (ε1, ε2) is the disjoint union of componentsVk

given by
2t logπα = A+(α, σ + it) − 2πk ,

(2σ − 1) logπα = M+(α, σ + it) .
(2.25)

Here and in the sequel we writeσ = Reβ andt = Im β. Changing the choice ofA+
causes a shift in the parameterk.

We want to use the fixed-point theorem to show that for eacht ∈ I , t > 0,
and eachk ≥ k1 there is exactly one solution of (2.25). To do this, we write
α(x) = e−1/x/π andβ(y, t) = 1

2 − y + it. Thenα ∈ (0, ε1] corresponds tox ∈ (0, x1]
with x1 = −1/ logπε1, and|Reβ − 1

2 | ≤ ε2 to |y| ≤ ε2. We take

Ft,k(x, y) =
( 2t

2πk− A+
(

α(x), β(y, t)
) ,

t M+
(

α(x), β(y, t)
)

2πk− A+
(

α(x), β(y, t)
)

)

. (2.26)

By takingk1 sufficiently large, we can make the denominators in (2.26) as large as
we want, in particular non-zero. SoFt,k is real-analytic on (0, x1] × [−ε2, ε2]. By
definingα(0) = 0 we extendFt,k to aC∞-function on [0, x1] × [−ε2, ε2].

SinceC+ has no zeros or poles inΩI (ε1, ε2) we haveM+ = O(1) andA+ =
O(1). So for all sufficiently largek we have

Ft,k

(

[0, x1] × [−ε1, ε1]
)

⊂ (0, x1) × (−ε2, ε2) . (2.27)

To show thatFt,k is contracting it suffices to bound the partial derivatives of the
two components. For the first component we have(2πk− A+)2 in the denominator,
which can be made large. In the numerator we have the derivatives

∂xA+ =
dα
dx
∂αA+ ≪ e−1/x x−2α ≪ 1 , ∂yA+ = −∂σA+ = O(1)

The factorα is due to the fact thatC+, and henceA+ is even inα. The factort is
bounded, sincet ∈ I . For the other component we proceed similarly.

Controlling k, we can make all partial derivatives small. SoFt,k is contract-
ing for all k ≥ k1 with a suitablek1. So for a givent there is exactly one point
(α, β) ∈ ΩI (ε,ε2) satisfying (2.25). The fixed point is in the region whereFt,k is
real-analytic, jointly in its variables and in the parameter t. Hence the fixed point
is a real-analytic function oft by the analytic implicit function theorem. (See,e.g.
[KrPa, Theorem 6.1.2].) �
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In this lemma, we do not get information concerning the setsVk with k below
the boundk1. If 0 ∈ I we can normalize the argumentA+ like we did in the previous
subsection.

Lemma2.14. For sufficiently smallε1, ε2, ε3 > 0 the solution set of(2.22) in the
set

Ω(ε1, ε2, ε3) = (0, ε1] ×
(

[1
2
− ε2,

1
2
+ ε2

]

× i(0, ε3]
)

is equal to the union of real analytic curves

t 7→
(

αk(t), σk(t) + it
)

(t ∈ [0, ε3]) ,

with k≥ 1.

Proof. If ε1, ε2 andε3 are sufficiently small, thenC+ has no singularities or zeros
in the closure ofΩ(ε1, ε2, ε3) in R × C. So logY+ can be defined holomorphically
on a neighborhood of

(

0, 1
2

)

in C2 that containsΩ(ε1, ε2, ε3). We choose the branch
that has the following expansion at

(

0, 1
2

)

:

−2 logπ
(

β −
1
2
)

− 4 (log 2)2
(

β −
1
2
)2
+O

(

(

β −
1
2

)3
)

+O
(

α2) . (2.28)

For the behavior along{0} ×C we use (2.1). We also use thatC+ is even inα. (See
2.5 and (2.7).) So in this lemma we can work with

M+(α, σ + it) = −2 logπ
(

σ − 1
2
)

− 4 (log 2)2
(

σ − 1
2
)2
+ 4 (log 2)2 t2

+O
(

(

β − 1
2

)3
)

+O
(

α2) ,

A+(α, σ + it) = −2t logπ − 8 (log 2)2t
(

σ − 1
2
)

+O
(

(

β − 1
2

)3
)

+O
(

α2) .

(2.29)

Now the parameterk in the previous lemma can be anchored to this choice of the
argument.

For t ∈ (0, ε3] andk ≥ 1 we defineFt,k as in (2.26), and revisit the estimates in
the proof of the previous lemma. We cannot usek to make the denominator large.
By adapting theε’s we can makeM+ andA+ as small as we want onΩ(ε1, ε2, ε3).
(See the expansions in (2.29).) In particular, we arrange

|A+| ≤ 2π − 4 and |M+| ≤ 1 .

Then the denominator satisfiesD := 2πk−A+ ≥ 2π−A+ > 2, hence 2t/D < t ≤ ε3,
andtM+/D ≤ ε3/(2π − 4). Arrangingε3 < x1 = −1/ logπε1 andε3 < (2π − 4)ε2,
we get (2.27).
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To get all partial derivatives ofFt,k small, we have to work with the numerators
of the derivatives, since we have lost control over the denominators, except for the
lower bound 2. In the numerators we meet the following factors:

∂A+
∂x
, t

∂M+
∂x
, t M+

∂A+
∂x
,

∂A+
∂y
, t

∂M+
∂y
, t M+

∂A+
∂y
.

We havet = O(ε3) andM+ = O(1), so we can concentrate on the derivatives ofA+
andM+ with respect tox andy. Both derivatives∂A+

∂α
and ∂M+

∂α
are O(α) by (2.29),

which is controlled byε1. Since dα
dx ≪ x−2e−1/x = O(1), all contributions in the

first line can be made small by decreasingε1 andε2.
We have∂A+

∂y
= −∂A+

∂σ
= O(t) = O(ε3). Further, ∂M+

∂y
= −∂M+

∂σ
= O(1). This

derivative occurs only multiplied witht = O(ε3). So adaptingε1 andε2, and then
ε3, taking also into account the requirementsε3 < −1/ logπε1 andε3 < (2π−4)ε2,
we can arrange that all partial derivatives are very small onΩ(ε1, ε2, ε3).

SoFt,k is contracting. Its fixed point
(

αk(t), σk(t)
)

gives the sole point (α, β) ∈
Vk with Im β = t. It depends ont in a real-analytic way.

Now let k ≤ 0. Suppose that there is a sequence (αn, βn) = (αn, σn + itn) ∈ Vk

that tends to
(

0, 1
2

)

. The expansions in (2.29) imply thatA+(αn, βn) = o(1) and
M+(αn, βn) = o(1). Then (2.25) implies that 2tn logπαn tends to−2πk. If we
ensure thatε1 < 1

π
, we have logπαn ≤ 0, which shows thatk ≤ −1 is impossible.

Let k = 0. We have by (2.22) and (2.29)

logπαn = − logπ +O
(

σn −
1
2
)

,

in contradiction to logαn→ −∞. �

Proof of Theorem 1.3.We have to prove the invertibility of theαk, the asymptotic
behavior, possibly further decreasing theε’s. Then the inequalityσk <

1
2 follows

from (1.8) (perhaps after adapting theε’s).
We consider one of the curves in Lemma 2.14. In the next computations we

omit the indexk. Differentiation of the relation (2.25) with respect tot leads to the
system















2t
α
− ∂A+
∂α

−∂A+
∂σ

2σ−1
α
− ∂M+
∂α

2 logπα − ∂M+
∂σ





























α̇

σ̇















=















−2 logα + ∂A+
∂t

∂M+
∂t















.

Here we considerA+ andM+ as functions of the three variablesα, σ andt. By a
dot we indicate differentiating with respect tot. The determinant of this system is

(2t
α
+O(α)

) (

2 logπα +O(1)
)

−O(α−1) O(t) =
4t logπα
α

(

1+O
(

(logα)−1)
)

.
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Adapting theε’s we arrange that this quantity is negative. Then we have

α̇ =
α

4t logπα

(

1+O
(

(logα)−1)
)

·
(

(

2 logα +O(1)
) (

−2 logα +O(1)
)

+O(t) O(1)
)

=
α | logπα|

t

(

1+O
(

(logα)−1)
)

.

So we can arrange thatα′k(t) = α̇ > 0. This shows that the real-analytic function
t 7→ α(t) on [0, ε3] has a real analytic inversetk on some interval (ϑk, ζk] ⊂ (0, ε1].

In the proof of Lemma 2.14 we have already arranged that|A+| < 2π−4. Hence
2t logπα < −4 and logπα < −2

t . Soα ↓ 0 ast ↓ 0, which shows thatϑk = 0 for
all k ≥ 1.

To derive the asymptotic expansions, we considerσ and t as functions ofα
along the curve parametrized byk ≥ 1. We omit again the subscriptk in the
computations. We have along this curve

2
(

β − 1
2
)

logπα = −2πik − 2 logπ
(

β − 1
2
)

− 4 (log 2)2
(

β − 1
2
)2

+O
(

(

β − 1
2
)3
)

+O(α2) .
(2.30)

This implies that
(

β − 1
2

)

logπα = O(1), hence

β −
1
2
= O

(

(logπα)−1) = O
(

(logπ2α)−1) .

Next we get

(

β −
1
2

)

logπ2α = −πik − 2 (log 2)2
(

β −
1
2

)2

+O
(

(logπ2α)−3
)

.

We writeL = logπ2α, which is a large negative quantity. We obtain

β −
1
2
=
−πik

L
−

2 (log 2)2 (β − 1
2)2

L
+O

(

L−4)

= −πik
L
− 2 (log 2)2

L

(

−π
2k2

L2
+O(L−3)

)

= −πik
L
+

2(πk log 2)2

L3
+O

(

ℓ−4) .

Taking real and imaginary parts gives the asymptotic relations (1.7) and (1.8). �
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Proof of Theorem 1.4.Lemma 2.13 gives curves of this type in a regionΩI (ε1, ε2)
near{0} ×

(1
2 + iI

)

. In this regionC+ has no singularities or zeros, so logY+ and
its argumentA+ can be chosen in a continuous way. There seems no way to con-
nect the branches of logY+ more globally, so we may as well normalizeA+ by
A+(0, β) = A(β) for β ∈ 1

2 + iI , whereA andM are as in the theorem. We have on
ΩI (ε1, ε2)

M+(α, σ + it) = M
(1
2
+ it

)

+O
(

σ − 1
2
)

+O(α2) ,

A+(α, σ + it) = A
(1
2
+ it

)

+O
(

σ − 1
2
)

+O(α2) .
(2.31)

The relations (2.25) hold for points (α, σ + it) on curves with numberk ≥ k1(we
omit the indexk), and hence

logπα = O
(

t−1) ,
1
2
− σ = O

(

| logπα|−1) .

Working more precisely, we get

2t logπα = −2πk+ A
(1
2
+ it

)

+O
(

| logπα|−1) ,

and hence logπα ≤ C k for some positiveC. This gives

logπα = −
πk
t
+

A
(1

2 + it
)

2t
+O

(

k−1) ,

which is (1.11). We also have

2
(

σ − 1
2
)

(

−πk
t
+O(1)

)

= M
(1
2
+ it

)

+O
(

k−1) ,

hence

(1
2
− σ

)

=
M

(1
2 + it

)

+O
(

k−1)

2πkt−1 +O(1)
=

t
2πk

(

M
(1
2
+ it

)

+O
(

k−1)
) (

1+O(t/k)
)

=
t M

(1
2 + it

)

2πk
+O

(

k−2) ,

which is (1.12). �

Proof of Theorem 1.5.First we consider several statements equivalent to the state-
ment that a curve as in Theorem 1.4 touches the central line ata point t ∈ I .
Of course, this is equivalent toσk(t) = 1

2. In (2.25) we see that it implies that
M+

(

αk(t), 1
2 + it

)

= 0. And since each curve withk ≥ k1 hast as a parameter,
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touching the central line in12 + it is equivalent toM+
(

αk(t), 1
2 + it

)

= 0. By (2.24)
and (2.21) this is equivalent to

∣

∣

∣C+(αk(t), 1
2+ it)

∣

∣

∣ = 1. At points withα ∈ (−1, 1) and
Reβ = 1

2 the matrixC+(α, β) in (2.7) is unitary. So the statement is also equivalent
to C0,∞

(

αk(t), 1
2 + it

)

= 0.
In (2.1) we see thatβ 7→ C0,∞(0, β) has a simple zero atβ = βℓ := 1

2 + itℓ.
Sinceβℓ is not a zero ofZ(0, ·), we know from 2.4 that all matrix elements of
C are holomorphic at (0, βℓ), in particularC0,∞ is holomorphic at (0, βℓ). So we
haveC0,∞(α, β) = λ(α, β) P(β − βℓ, α) on a neighborhood of (0, βℓ), whereP is a
polynomial inβ−βℓ with coefficients that are holomorphic inα on a neighborhood
of 0 inC, vanishing at 0, and whereλ is holomorphic without zeros. (This follows
from the Weierstrass preparation theorem. See,e.g., [Ho, Corollary 6.1.2].) The
restriction ofC0,∞ to the complex line{0} × C has a zero of order 1 atβℓ, hence
P(X, α) = X− iη(α), with η holomorphic on a neighborhood of 0 inC andη(0) = 0.
SinceC0,∞(α, β) is even inα, its zero set is also invariant underα 7→ −α. Henceη

is an even function. From 2.5 and (2.7) it follows that (α, β) 7→ C0,∞(ᾱ, 1− β̄) has
the same zero set asC0,∞. This impliesη(ᾱ) = η(α). Soη(α) ∈ R for realα. The
power series expansion ofη at 0 starts withη(α) = η2α2 + · · · , with η2 ∈ R.

The asymptotic behavior ofαk in (1.11) shows that the curvet 7→
(

αk(t), t) and
the curveα 7→

(

α, tℓ + η(α)
)

intersect each other for all sufficiently largek. We call
the intersection point

(

ak, tℓ + δk). So we have

ak = αk
(

tℓ + δk) , δk = η(ak) .

Furthermore,C0,∞
(

ak, βℓ + iδk
)

= 0, hence the curve with numberk touches the
central line atβℓ + iδk.

Now we carry out estimates ask→ ∞. Theorem 1.4 givesαk(t) ≪ exp
(

O(1)−
πk/t

)

uniformly onI . In particular,ak = O(k−n) for eachn ≥ 0. In particularak ↓ 0.
Thenδk = η(ak) implies thatδk = O(k−2n) and also tends to zero.

We have

A(1
2 + itℓ + iδk) − 2πk

2(tℓ + δk)
=

1
2tℓ

(

1+O(δk/tℓ)
) (

A
(1
2
+ itℓ

)

− 2πk+O(δk)
)

=
(A

(1
2 + itℓ) − 2πk

2tℓ
+O(δk)

) (

1+O(δk)
)

=
A
(1

2 + itℓ) − 2πk

2tℓ
+O

(

k1−2n) .
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Hence

ak = αk
(

tℓ + δk) =
1
π

exp
(A

(1
2 + itℓ) − 2πk

2tℓ
+O

(

k1−2n)
) (

1+O
(

k−1)
)

=
1
π

eA( 1
2+itℓ)/2tℓ−πk/tℓ

(

1+O
(

k1−2n)
) (

1+O
(

k−1)
)

=
1
π

eA( 1
2+itℓ)/2tℓ−πk/tℓ

(

1+O
(

k−1)
)

.

We obtain

δk = η(ak) = η2 a2
k +O(a4

k) =
η2

π2
eA

(

1
2+itℓ

)

/tℓ−2πk/tℓ
(

1+O
(

k−1) +O
(

k−4n)
)

.

This gives (1.13).
We know thatσk(t) ≤ 1

2 for all t ∈ I , by 2.6. So the points where the real-
analytic curves touch the central line are tangent points. �

2.5 Curves of resonances originating higher up on the central line

We turn to a tentative explanation of curves of resonances like those in Figure 12
and 13. We cannot prove that these loops necessarily exist, and have to be content
with a result that depends on a number of assumptions

Assumptions2.15. (1) Let β0 =
1
2 + it0 with t0 > 0. We assume that the con-

jugated scattering matrixC+ in (2.7) has a singularity at(0, β0). Soβ0 is a zero
of the unperturbed Selberg zeta-functionZ(0, ·) on the central line. (Not all such
unperturbed eigenvalues need to be related to a singularityof C+.)
(2) The singularity ofC+ at (0, β0) is as simple as possible, with a common de-
nominator for all matrix elements. To make this precise,we assume that there are
holomorphic functions p, r0,0, r0,∞ and r+ on a neighborhood of0 in C that all
vanish at0, such that on a neighborhoodΩ of (0, β0) in C2

C0,0(α, β) = γ0,0(α, β)
β − β0 − r0,0(α)

β − β0 − p(α)
,

C0,∞(α, β) = γ0,∞(α, β)
β − β0 − r0,∞(α)
β − β0 − p(α)

,

C+(α, β) = γ+(α, β)
β − β0 − r+(α)
β − β0 − p(α)

,

(2.32)

where theγ’s are holomorphic onΩ without zeros inΩ.
(3) SinceC+(α, β) is even inα, the sets of zeros of the matrix elements and the set
of singularities are invariant underα 7→ −α. So p and ther ’s are even functions.
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We assume that already the first terms in their power series expansions are non-
zero and all different: p′′(0), r′′0,0(0), r′′0,∞(0) and r′′+ (0) are four different non-zero
complex numbers.
(4) The restriction ofC+ to the complex line{0} × C is equal to

(

γ0,0(0, β)
√

2γ0,∞(0, β)√
2γ0,∞(0, β) γ+(0, β)

)

.

(See also (2.8).)We assume that forβ = β0 all elements of this matrix are non-zero.

Most of these assumptions mean that “nothing special happens”, and hence
seem not too unreasonable. Only the assumption that all matrix elements have the
same set of singularities might be considered to be really restrictive.

Lemma2.16. Under the assumptions 2.15 the neighborhoodΩ of (0, β0) can be
chosen such that

Ω ∩
(

R ×
(1
2
+ iR

)

)

=
{

(0, β0)
}

.

Proof. Let α1 ∈ R and Reβ1 =
1
2, (α1, β1) ∈ Ω. The restrictionβ 7→ C+(α1, β)

on 1
2 + iR is a family of unitary matrices, hence any singularity is of indeterminate

type. Such singularities occur discretely, so takingΩ sufficiently small the sole
possibility is (α1, β1) = (0, β0). �

Lemma2.17. Under the assumptions 2.15 there is a neighborhood of0 in C such
that for all α in that neighborhood:

r+(α) = −r0,0(ᾱ) , r0,∞(α) = −r0,∞(ᾱ) . (2.33)

Proof. We have detC+ = C0,0 C+ − 2C2
0,∞. Hence

(

β − β0 − p(α)
)2 detC+(α, β)

= γ0,0(α, β) γ+(α, β)
(

β − β0 − r0,0(α)
) (

β − β0 − r+(α
)

− 2γ0,∞(α, β)2 (

β − β0 − r0,∞(α)
)2

is holomorphic onΩ, and its restriction to the complex lineα = 0 has a zero of
at most order 2 atβ = β0. We use the Weierstrass preparation theorem to write
it in the form δ(α, β) Q(β − β0, α), with δ holomorphic without zeros onΩ and
Q a polynomial in its first variable of degree at most 2 with coefficients that are
holomorphic functions ofα vanishing atα = 0, and with highest coefficient equal
to 1. So we have

detC+(α, β) = δ(α, β)
Q(β − β0, α)
P(β − β0, α)2

,
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whereP(T, α) = T− p(α). We define an involutionK 7→ K∗ in the space of polyno-

mials inT with holomorphic coefficients inα by K∗(T, α) = (−1)degreeK K(−T̄, ᾱ).
SoP∗(T, α) = T + p(ᾱ). Lemma 2.16 implies thatP∗ , P.

The relationdetC+(ᾱ, 1− β̄) = detC+(α, β)−1, from 2.5 and (2.7), implies

δ
(

ᾱ, 1− β̄
) (−1)degreeQ Q∗(β − β0, α)

P∗(β − β0, α)2
= δ(α, β)−1 P(β − β − 0, α)2

Q(β − β0, α)
,

and hence

(−1)degreeQ δ
(

ᾱ, 1− β̄
)

δ(α, β) Q∗(β − β0, α) Q(β − β0, α)

= P∗(β − β0, α)
2 P(β − β0, α)

2 .

On the right is a fourth degree polynomial inβ − β0 with highest coefficient 1.
This means that on the left we have also a polynomial of degreefour, and that the
highest coefficient is also equal to 1. So the product of the sign and the twoδ’s is
equal to 1. (We note that not onlyδ(α, β) but alsoδ(ᾱ, 1− β̄) is non-zero for (α, β)
sufficiently close to (0, β0).) HenceQ∗ Q = P2 (P∗)2, and sinceQ∗ andQ have the
same degree, this degree is equal to 2.

The polynomialsP andP∗ are irreducible, henceQ is equal to one ofP2, P P∗,
and (P∗)2. Hence

detC+(α, β) = δ(α, β)
(P∗(β − β0, α)

P(β − β0, α)

)ℓ
,

with ℓ ∈ {0, 1, 2}.
We also defineR0,0(T, α) = T−r0,0(α), soR∗0,0(T, α) = T+r0,0(ᾱ), and similarly

for r0,∞ andr+. Considering the relationC+(ᾱ, 1− β̄) = C+(α, β)−1 itself we arrive
at

R∗0,0 (P∗)ℓ−1 = Pℓ−1 R+ , R∗0,∞ (P∗)ℓ−1 = R0,∞ Pℓ−1 . (2.34)

If ℓ = 0 we findR∗0,0 P = R+ P∗. Assumption (3) implies thatP andR+ are
different polynomials of the first degree with highest coefficient 1. SoP = P∗, but
we have already shown that that is impossible. Soℓ ∈ {1, 2}.

If ℓ = 2 thenR∗0,0 P∗ = P R+, andP divides R∗0,0, and henceP = R∗0,0, and
then alsoP∗ = R+. We obtainR+ = (R∗0,0)∗ = P∗ = R0,0, in contradiction with

assumption (3). Henceℓ = 1, andR∗0,0 = R+, which gives the relationr0,0(ᾱ) =

−r+(α). From (2.34) we now also getR∗0,∞ = R0,∞, hencer0,∞(α) = −r0,∞(ᾱ). �

Lemma2.18. Under the assumptions 2.15 there areε > 0 and a neighborhood U
of β0 in C such that for eachα ∈ (0, ε] there is exactly oneζ(α) ∈ U such that
X
(

α, ζ(α)
)

C+
(

α, ζ(α)
)

= 1.
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We havelimα↓0 ζ(α) = β0, and as the pointζ(α) − β0 moves to zero it passes
the line segment between r+(α) and p(α) infinitely often, circling around r+(α) in
negative direction or around p(α) in positive direction.

Proof. We writeβ = β0 + z. OnΩ, the equationX C+ = 1 becomes

(πα)2it0+2z γ̃(α, β0 + z)
z− r+(α)
z− p(α)

= 1 ,

with γ̃(α, β) = Γ
(1

2 − β)Γ(β −
1
2) γ+(α, β). We takeε > 0 and a simply connected,

connected neighborhoodU of β0 such that (0, ε] × U ⊂ Ω. In the course of the
proof we adaptε andU. For sufficiently smallε > 0 the two pointsr+(α) andp(α)
are different points ofU for all α ∈ (0, ε]. The corresponding points

(

α, β0+ r+(α)
)

and
(

α, β0 + p(α)
)

cannot be in the solution set ofX C+ = 1.
Taking a logarithm, we get the equation

2(it0 + z) logπα + log γ̃(α, β0 + z) + log
z− r+(α)
z− p(α)

≡ 0 mod 2πiZ ,

where for logγ̃(α, z) we use a continuous choice of the logarithm. The logarithm
of the quotientz−r+

z−p is multivalued on (0, ε] ×U and has branch points. We go over
to the covering space by the parametrization

z = z(u) =
eu p(α) − (πα)2it0 γ̃(0, β0) r+(α)

eu − (πα)2it0 γ̃(0, β0)
. (2.35)

The variableu runs over a suitable subset ofC. The equation becomes

2z(u) logπα + log
γ̃
(

α, β0 + z(u)
)

γ̃(0, β0)
+ u = 0 . (2.36)

On the covering space the ambiguity modulo 2πiZ is hidden in the choice of the
variableu.

To make precise what is a suitable set in theu-plane, we use assumption (4).
With β ∈ 1

2 + iR all elements of the unitary matrix are non-zero, and hence have
absolute value between 0 and 1. This implies that 0< |γ̃(0, β)| < 1, and we can
take δ− < 0 such thateδ− > |γ̃(0, β0)|. We consider the region determined by
δ− ≤ Reu ≤ δ+ with someδ+ > 0. For these values ofu the denominator ofz(u)
satisfies

∣

∣

∣eu − (πα)2it0 γ̃(0, β0)
∣

∣

∣ ≥ c1 = c1(δ−) > 0 . (2.37)

Hence we find

|z(u)| ≤
eδ+ |p(α)| + |γ̃(0, β0)| |r+(α)|

c1
≤ c2α

2 = c2(δ−, δ+)α
2 . (2.38)
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We have

z′(u) =
(πα)2it0 γ̃(0, β0)

(

r+(α) − p(α)
)

eu

(

eu − (πα)2it0 γ̃(0, β0)
)2

, (2.39)

which can be estimated in the following way:

z′(u) ≪ |γ̃(0, β0)|α2 eδ+

c2
1

,

|z′(u)| ≤ c3α
2 = c3(δ−, δ+)α

2 . (2.40)

We consider on the regionδ− ≤ |Reu| ≤ δ+ the holomorphic function

F(u) = −2z(u) logπα − log
γ̃
(

α, β0 + z(u)
)

γ̃(0, β0)
. (2.41)

We have

log
γ̃
(

α, β0 + z(u)
)

γ̃(0, β0)
≪ γ̃(0, β0)−1

(∂2γ̃

∂α2
(0, β0) · α2 +

∂γ̃

∂β
(0, β0) · z(u)

)

≪ α2 + |z(u)| ≪ α2 .

(We have used that ˜γ is even inα.) We get|F(u)| ≤ 2c2 α
2 | logπα| + O(α), and

hence there isc4 = c2(δ−, δ+) such that
∣

∣

∣F(u)
∣

∣

∣ ≤ c4α
2 . (2.42)

Takingε such thatε2 c4 ∈ [δ−, δ+] we arrange thatF maps the set

E = {u ∈ C : δ− ≤ Reu ≤ δ+, −ε2 c4 ≤ Im u ≤ ε2 c4} (2.43)

into itself.
The solutions of (2.36) inE are precisely the fixed points ofF in E. The

question is whetherF is contracting onE.

F′(u) = −2z′(u) logπα −
∂γ̃

∂β

(

α, β0 + z(u)
)

z′(u)

≪ α2 logπα +O(1)α2 .

Hence there isc5 = c5(δ−, δ+) such that|F′(u)| ≤ c5α
2 | logπα| on E. We can adapt

ε such thatc5α
2 | logπα| ≤ c6 with somec6 ∈ (0, 1). SoF is contracting onE, and

we find a unique fixed pointu(α) ∈ E. Projecting back we find a unique solution
ζ(α) = β0 + z

(

u(α)
)

of the equationX C+ = 1.
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The denominator in (2.35) stays away from zero, by (2.37). Since Reu is
bounded we havez(α) := z

(

u(α)
)

= O(α2). Soz(α) tends to 0, andζ(α) tends toβ0.
The relation

z(α) − r+(α)
z(α) − p(α)

= eu(α) (πα)−2it0 γ̃(0, β0)−1 (2.44)

shows that the argument ofz−r+
z−p tends to∞ asα ↓ 0. Soz(α) crosses betweenp(α)

andr+(α) infinitely often, such that a continuous choice of the argument increases.
This means thatz(α) turns aroundr+(α) in positive direction, or aroundp(α) in
negative direction. �

Lemma2.19. Under the assumptions 2.15 there is a decreasing sequence(αk)k≥k0

of positive numbers with limit zero such that for allα ∈ (0, αk0)

X
(

α, β0 + r0,∞(α)
)

C+
(

α, β0 + r0,∞(α)
)

= 1 (2.45)

if and only ifα is one of theαk.
Theαk satisfy

αk =
1
π

e−(2πk+s0)/2t0
(

1+O
(

k e−2πk/t0)
)

, (2.46)

for some real number s0.

The value ofs0 mod 2πZ depends on the functionsr0,∞, r+ and p. We do not
know it explicitly. The choice ofs0 in its class and the choice of the parameterk
are related.

Proof. We consider the function

f (α) = X
(

α, β0 + r0,∞(α)
)

C+
(

α, β0 + r0,∞(α)
)

on an interval (0, ε1] such that
(

α, β0 + r0,∞(α)
)

∈ Ω. For small real values ofα
the values ofr0,∞(α) are purely imaginary. Fact 2.5 and (2.7) imply that the matrix
C+

(

α, β0 + r0,∞(α)
)

is unitary. In (2.32) we see thatC0,∞
(

α, β0 + r0,∞(α)
)

= 0. So
C+

(

α, β0 + r0,∞(α)
)

is a unitary diagonal matrix. This implies that| f (α)| = 1 for
α ∈ (0, ε1].

We make a continuous choice ofα 7→ s(α) for α ∈ [0, ε1) such that

eis(α) =
Γ(1

2 − β0 − r0,∞(α))

Γ(−1
2 + β0 + r0,∞(α))

γ+
(

α, β0 + r0,∞(α)
) r0,∞(α) − r+(α)

r0,∞(α) − p(α)
. (2.47)

We note thats is an even function. The numbers0 in the statement of the lemma is
equal tos(0). Now

a(α) = 2t0 logπα − 2i r0,∞(α) logπα + s(α) for α ∈ (0, ε1) (2.48)
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is a continuous choice of the argument off (α). We havea(α) = 2t0 logπα +O(1)
asα ↓ 0. The derivatives of the three term in (2.48) are

2t0
α
, O(α logπα) , O(α) .

So for sufficiently smallε1 the argument off (α) is monotonously decreasing to
−∞ asα ↓ 0, and there is a sequence (αk)k≥k0 of elements of (0, ε) decreasing to
zero such that for eachk ≥ k0

2t0 logπαk − 2ir0,∞(αk) logπαk + s(αk) = −2π k . (2.49)

So the points
(

αk, β0+ r0,∞(αk)
)

are solutions ofX C+ = 1, and theα’s between two
successiveαk do not satisfy this equation.

Sinceαk = O(1), we have directlyc1 e−πk/t0 ≤ αk ≤ c2 e−πk/t0 with positivec1

andc2. This gives

logπαk =
−2πk− s(αk)

2t0 +O(α2
k)
= −2πk+ s0

2t0
+O(k e−2πk/t0) .

This gives (2.46). �

Proposition2.20. Under the assumptions 2.15 there is one curveα 7→
(

α, ζ(α)
)

on
an interval(0, ε1) with limit (0, β0) for which Z

(

α, ζ(α)
)

= 0 for all α ∈ (0, ε1).
The curve touches the central line in

(

αk, ζ(αk)
)

for a monotone sequence of
αk in (0, ε1] with limit 0. Hence theζ(αk) are eigenvalues. Theαk satisfy the
relation (2.46).

Asα runs through(αk+1, αk) the point
(

α, ζ(α)
)

describes a curve in the region
Reβ < 1

2. The correspondingζ(α) are resonances, andζ(αk) − β0 is proportional
to α2

k.

Proof. The
(

α, ζ(α)
)

in Lemma 2.18 are solutions ofX C+ = 1. They satisfy
C0,∞

(

α, ζ(α)
)

= 0 precisely for the sequence (αk) in Lemma 2.19. Proposition 2.11
shows that at these points the scattering ‘matrix’D0,0 has a singularity of indeter-
minate type. Hence theζ(αk) are eigenvalues. For the otherα, the functionD0,0

has value∞ at
(

α, ζ(α)
)

, so Reβ < 1
2 by 2.6, andζ(α) is a resonance. �

Remark2.21. The computations reported in [Fr] provide us with six curvesof
resonances tending to a point on the central line with positive imaginary part. For
two of these curves [Fr, Figure 8.26] suggests that indeedζ(αk)−β0 is proportional
to α2

k.
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3 Spectral theory of automorphic forms

We still have to indicate how the facts in§2.1 can be derived from published re-
sults. There is a vast literature on the spectral theory of Maass forms. A thorough
discussion can be found in [Roe]; however the continuation of Eisenstein series
was not yet fully known at that time. Of later literature we mention [Ve90], [Iw95],
and [Bu98]. The material we need is also present in the treatment [He83, Chapters
VI and VII] of the Selberg trace formula. For the extended scattering matrix we
use results from analytic perturbation theory as discussedin [Br94].

3.1 Eisenstein series and scattering matrix

The groupΓ0(4) has three cuspidal orbits, which we represent by 0,∞ and−1
2. The

corresponding Eisenstein series (for the trivial character χ0 = 1) areE0
0, E∞0 and

E−1/2
0 , each with Fourier expansions at all cusps of the form

Eξ0(β; gηz) = δξ,η y
β +C0(η, ξ; β) y1−β + · · · (3.1)

By · · · we indicate the rapidly decreasing terms (as Imz → ∞) corresponding

to the Fourier terms of non-zero order. We takeg0 =
[

0
2
− 1

2
0

]

, g∞ =
[

1
0

0
1

]

, and

g−1/2 =
[

1
−2

0
1

]

, such thatgξ∞ = ξ. The scattering matrixC0(β) in (2.1) has
C0(η, ξ; β) at position (η, ξ).

These Eisenstein series can be embedded in families of automorphic forms of
a slightly more general type than is considered usually. For−1 < Reα < 1 and
β ∈ C we use the spaceA(α, β) of functions f that satisfy

1. f (γz) = χα(γ) f (z) for all γ ∈ Γ0(4),

2. −y2
(

∂2
x + ∂

2
y

)

f = β(1− β) f ,

3. for each cuspη ∈
{

0,∞,−1
2

}

there is a Fourier expansion

f (gηz) =
∑

n≡κη(α) mod 1

(

Fηn f
)

(z) , (3.2)

whereFηn f (z) is the product ofe2πinx = e2πinRez and a function depending
only ony = Im z, and whereκ0(α) = 0, κ∞(α) = α, andκ−1/2 = −α.
We require that the other Fourier termsFηn f (z) with n , κη(α) are rapidly
decreasing asy→ ∞.
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We callF0
0 f , F∞α f andF−1/2

−α f theFourier terms of order zero. Forξ ∈
{

0,∞, 1
2

}

the Eisenstein seriesEξ0 can be embedded in a family (α, β) 7→ Eξ(α, β) of auto-
morphic forms that are meromorphic in the variable (α, β) for α in an open neigh-
borhood of (−1, 1) in C andβ ∈ C. See [Br94, Theorem 10.2.1]. These families
are uniquely determined by the form of their Fourier terms oforder zero:

Fη
κη(α)

Eξ(α, β; z) = δξ,η µ
(

κη(α), β; z
)

+Cη,ξ(α, β) µ
(

κη(α), 1− β; z
)

, (3.3)

with µ(n, β; z) a meromorphic extension ofyβ of the form

µ(n, β; z) = e2πinzyβ 1F1
(

β; 2β; 4πnIm z) . (3.4)

The restrictionβ 7→ Eξ(0, β) exists as a meromorphic family of automorphic forms
and is equal toEξ0. The scattering matrixC(α, β) is formed by theCη,ξ(α, β). Thus,
we obtain fact 2.3.

With the methods of [Br94, 10.3.5] we obtain the functional equationC(α, 1−
β)C(α, β) = I, as an equality between matrices of meromorphic functions. The
Maass-Selberg relation, as discussed in, e.g., [Br94, Theorem 4.6.5], implies that
C(−α, β) = C(α, β)t (transpose). An analysis of the effect of conjugation on the

Fourier expansion gives the relationC(ᾱ, β̄) = C(−α, β). This leads to fact 2.5.
The characterχα is invariant under conjugation byj =

[−1
−2

0
1

]

. It is compatible
with the involutionι : z 7→ z̄/(2z̄− 1) on the upper half-planeH:

ι(γz) = ( jγ j−1) ιz for γ ∈ Γ0(4) . (3.5)

Hence this involution induces an involutionJ, given by (J f)(z) = f (ιz), in the
spaceA(α, β), and leads to a decomposition into subspacesA∓(α, β) of odd and
even automorphic forms. We haveJE0 = E0 andJE∞ = E−1/2. This implies the
equalities

C0,∞ = C0,−1/2 , C∞,0 = C−1/2,0 ,

C∞,∞ = C−1/2,−1/2 , C∞,−1/2 = C−1/2,∞ ,
(3.6)

and leads to the partial diagonalization in§2.2.

3.2 Poincaŕe series

The basis
{

µ(n, β; z), µ(n, 1− β; z)
}

for the space of Fourier terms used in (3.3) has
the drawback that, for general combinations ofα andβ, it consists of exponentially
growing functions. For Ren , 0 we may also use the basis consisting ofµ(n, β; z)
and the rapidly decreasing element

ω(n, β; z) = 2 (εn)1/2 e2πinx √yKβ−1/2(2πεny) , (3.7)
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with ε = Sign Ren. Of course,εn = |n| if n is real. The factor 2(εn)1/2 allowsn to
be non-real complex, and keeps the notation consistent with[Br94,§4.2.8] (except
thatβhere= sthere+

1
2).

Applying [Br94, Theorem 10.2.1] with this basis, we obtain meromorphic fam-
ilies P0(α, β), P∞(α, β) andP−1/2(α, β) of automorphic forms taking values in the
spacesA(α, β), whereα runs over a neighborhood of (0, 1) in C andβ ∈ C. For
fixedα ∈ (0, 1) the restrictionβ 7→ Pξ(α, β) exists, and is the meromorphic exten-
sion inβ of a Poincaré series convergent for Reβ > 1:

Pξα(β; z) =
∑

γ∈Γξ\Γ
χα(γ)

−1 µ
(

κξ(α), β; g
−1
ξ γz

)

. (3.8)

Forα ∈ (0, 1) only the cusp 0 stays open, andE0
α(β) := P0

α(β) is the corresponding
Eisenstein series. Also the familiesPξ are characterized by their Fourier terms of
order zero, which forη = ∞ andη = −1

2 have the following form:

Fη
κη(α)

Pξ(α, β; z) = δξ,η µ
(

κη(α), β; z
)

+ Dη,ξ(α, β)ω
(

κη(α), β; z
)

.
(3.9)

With the method of [Br94, 10.3.4] the meromorphic functionsDη,ξ(α, β) can be
expressed in terms of theCη,ξ(α, β). The scattering matrix for the caseα ∈ (0, 1) is
a 1× 1-matrix, given byβ 7→ D0,0(α, β). Its explicit expression in terms of theCη,ξ
is given in (2.6) in fact 2.6.

3.3 Zeros of the Selberg zeta-function

The geometric description of the Selberg zeta-functionZ(α, β) = Z
(

Γ0(4), χα; β
)

in
(1.2) is important for the computations in [Fr]. For this paper the relation ofZ(α, β)
to automorphic forms is important. We quote [He83, Theorem 5.3 in Chapter X,
p. 498] as far as this concerns the region Imβ > 0 for α ∈ R.

a) At pointsβ on the central line1
2 + i(0,∞) the functionZ(α, ·) has a zero of

order equal to the dimension of the spaceMaass0(α, β) ⊂ A(α, β) of cusp
forms. This space consists of the automorphic forms for the characterχα
that have rapid decay at all cusps.

These values ofβ are calledeigenvaluesin §1 and§2, although the cumber-
some description ‘spectral parameters of cusp forms’ wouldbe more correct.

For the groupΓ0(4) it is known that ifMaass0(0, β) , {0} thenβ ∈ 1
2 + iR,

β , 1
2. The theorem of [Hu85, p. 250] gives this forΓ0(4), which is conjugate

to Γ0(4).
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b) At points with Reβ < 1
2 and Imβ > 0 the functionZ(α, ·) has a zero of the

same order as the singularity of the determinant of the scattering matrix atβ.
These are theresonances.

Forα ∈ (0, 1) the scattering “matrix” is the quantityDα(β) in 2.6, hence this
gives the last statement in fact 2.6. (Actually, Hejhal speaks of a zero of the
determinant of the scattering matrix at 1− β̄. This is equivalent to what we
need by the functional equations.)

There are no zeros with Reβ > 1
2 and Imβ > 0.

3.4 Cusp forms and singularities of Poincaŕe series

A Poincaré seriesPξα(β) with α ∈ (0, 1) has a singularity atβ0 ∈ 1
2 + i(0,∞) if and

only if there exists a cusp formf ∈ Maass0(α, β0) for which the Fourier term of
ordernξ(α) at the cuspξ is non-zero. See,e.g., [Br94, Proposition 11.3.9].

The Fourier term of orderα at∞ of the family of Poincaré series

1
√

2

(

P∞α (·) − P−1/2
α (·)

)

contains the factorC−/(1−XC−), in the notation of (2.4) and (2.5). If forα ∈ (0, 1),
β ∈ 1

2 + iR we haveX(α, β) C−(α, β) = 1 andC− is holomorphic at (α, β), then this
Poincaré series has a singularity atβ, and hence there is a cusp form with this
spectral parameter. This cusp form arises as a residue of this odd Poincaré series,
and hence it is an odd cusp form. This implies fact 2.7.

3.5 Fact 2.4

Suppose that the extended scattering matrixC has a singularity at (0, β0) with
Reβ0 =

1
2. From [Br94, Proposition 10.2.14] we conclude that this happens if

and only if the vector
(

E0,E∞,E−1/2) has a singularity at (0, β0). If β0 ,
1
2 we

apply [Br94, Proposition 12.4.2, i)] to conclude thatβ0(1 − β0) is an eigenvalue,
and henceZ(0, β0) = 0.

We still have to consider the possibility thatβ0 =
1
2. The spaceA

(

0, 1
2

)

is
spanned by the derivatives∂βEξ(0, β)

∣

∣

∣

β=1/2 for ξ ∈ {0,∞,−1/2}. Near
(

0, 1
2

)

the
basisµ(α, β), µ(α, 1− β) for the Fourier terms of order zero is unsuitable. We can
use the basisλ(α, β), µ(α, 1− β) in [Br94, Lemma 7.6.14 i)]. The derivative ofEξ

has at the cuspξ a Fourier term in whichλ
(

1, 1
2

)

occurs with non-zero factor. If we
suppose that the vectorEis =

(

E0,E∞,E−1/2) has a singularity at
(

0, 1
2

)

then we can
follow its principal part along a local curve through

(

0, 1
2

)

contained in the singular
set ofEis. See the discussion in [Br94,§12.1]. This gives a non-zero meromorphic
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family of automorphic forms along a one-dimensional curve.The principal part of
this family atα = 0 gives a non-zero vectorV in A

(

0, 1
2

)3.
A closer examination of the Fourier expansions shows that the terms of order

zero can be expressed throughµ
(

0, 1
2

)

. So V is not a linear combination of the
derivatives of theEξ. Hence it is a cusp form. However for (α, β) =

(

0, 1
2

)

the
space of cusp forms is zero as shown by [Hu84]. So we get the contradictory
conclusion thatV is the zero vector inA

(

0, 1
2

)3.

3.6 Fact 2.2

We have already obtained the equalities in (3.6). We still need to establish the
equalityC0,∞ = C∞,0. From 2.5 we haveC∞,0(α, β) = C0,∞(−α, β). So it suffices
to show thatC0,∞(α, β) is even inα.

The formulas in [Br94,§5.2] give forα ∈ (0, 1) and Reβ > 1

D0,∞(α, β) =
πβ αβ−1

Γ(β)
Φ0,∞(α, β) , (3.10)

with an absolutely convergent series

Φ0,∞(α, β) =
∑

c>0

c−2β
∑

d modc

χα(γg)
−1 e2πiαa/c , (3.11)

in which the variables run overg =
[

a
c

b
d

]

∈ PSL2(R) such thatγg =
[−2b
−2d

a/2
c/2

]

=
[

a
c

b
d

]

g−1
0 ∈ Γ. In particular,c runs over the positive numbers satisfyingc ≡ 2 mod 4

andd over the even numbers moduloc satisfying (2d, c/2) = 1.
Right multiplication ofg by

[

1
0

1
1

]

does not changeac , and multipliesγg by
[

1
−4

0
1

]

on the right; hence it leavesχα(γg) invariant as well. So the terms are functions of
d modc. Left multiplication ofg with

[

1
0

1
1

]

gives a factore−2πiα in χα(γg)−1. This

is compensated bye2πiαa/c sincea is changed toa+ c. So the terms in the sum are
well defined.

We haveχα(γ) = eiαΩ(γ), whereΩ : Γ0(4)→ Z is the group homomorphism de-
termined byΩ

([

1
0

1
1

])

= 1 andΩ
([

1
−4

0
1

])

= 0. The value ofΩ
([

r
−4p

s
q

])

is determined
by the upper row of the matrix, and we have

Ω(1, 0) = 0 , Ω(−r,−s) = Ω(r, s) ,

Ω(r, s) = Ω(r − 4s, s) , Ω(r, s) = Ω(r, s− r) + 1 ,
(3.12)

wherer, s ∈ Z, r ≡ 1 mod 2 and (r, s) = 1. With induction we obtain
∣

∣

∣Ω(r, s)
∣

∣

∣ ≤ |s| , and Ω(r,−s) = −Ω(r, s) . (3.13)
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The inner sum in (3.11) for a given positivec ≡ 2 mod 4 has the form
∑

d modc, d≡0 mod 2, (2d,c/2)=1

e−2πiαΩ(−2b,a/2) e2πia/c .

Conjugation with
[

1
0

0
−1

]

has the effect (a, b, c, d) 7→ (−a, b, c,−d). Under this trans-
formation the set ofd in the sum is unchanged, while we haveΩ(−2b, a/2) 7→
Ω(−2b,−a/2) = −Ω(−2b, a/2) anda

c 7→ −
a
c . Hence

Φ0,∞(−α, β) = Φ0,∞(α, β) (3.14)

for α ∈ R and Reβ > 1.
For otherξ, η ∈

{

0,∞,−1
2

}

we can carry out similar computations. (See [Br94,
§4.2].) In all cases we have forα ∈ (0, 1), Reβ > 1

Dη,ξ(α, β) =
πβαβ−1

Γ(β)
Φη,ξ(α, β) ,

with Φη,ξ(α, β) holomorphic inβ on the region Reβ > 1 and continuous inα ∈ R
(not necessarily even). It is given by a more complicated series than that forΦ0,∞,
since the factorc−2β is replaced by a more complicated expression involving Bessel
functions.

The relation between the familiesEξ in §3.1 and the familiesPξ in §3.2 implies

C0,∞(α, β) = (1− X(α, β)C+(α, β)) D0,∞(α, β) , (3.15)

with X andC+ as in (2.4) and (2.5). Furthermore, forα ∈ (0, 1) and Reβ > 1

C+(α, β) =
π1/2Γ(β − 1

2)Φ+(α, β)

Γ(β) + π1/2(πα)2β−1Γ(1
2 − β)Φ+(α, β)

, (3.16)

whereΦ+ is a linear combination of functionsΦη,ξ.
For a given integerk ≥ 2 we conclude for Reβ > k+1

2

C+(α, β) = π
1/2Γ(β − 1/2)Γ(β)−1Φ+(α, β) +O(αk) = O(1),

asα ↓ 0. Since we have alsoX(α, β) = O(αk), we obtain

C0,∞(α, β) =
(

1+O(αk)
)

π1/2 Γ(β − 1/2)Γ(β)−1Φ0,∞(α, β) .

Now takeβ ∈ C with Reβ > k+1
2 such thatC is holomorphic at (0, β). The

holomorphic functionα 7→ C0,∞(α, β) has a Taylor expansion atα = 0 of any
order. So the continuous functionα 7→ Φ0,∞(α, β) onR has a Taylor expansion of
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orderk − 1. Since it is an even function the terms of odd order less thank vanish.
Soα 7→ C0,∞(α, β) has only even terms in its Taylor expansion atα = 0 of order
k− 1. This holds for a dense set ofβ with Reβ > k+1

2 , hence for oddn < k we have

∂n
αC0,∞(α, β)

∣

∣

∣

α=0 = 0 , (3.17)

as an identity of meromorphic functions ofβ ∈ C. Since we can takek arbitrarily
large the conclusion is thatC0,∞(α, β) is an even function ofα.

3.7 Concluding remarks

In the preceding subsections we have explained those parts of the theory of auto-
morphic forms that we needed to discuss some observations inthe computational
results in [Fr].

Remark3.1. An essential point enabling us to get some hold on the behavior of
the zeros of the Selberg zeta-function is the fact that the Poincaré series for the
perturbed character can be expressed in the Eisenstein families Eξ, which leads
to (2.6).

In all cases in§2 we have an equation where (πα)2β−1 or (π2α)2β−1 is equal to
some meromorphic function on a neighborhood of{0} × C in C2. This causes a
proportionality relation betweenα ande−πk/Im β in many cases.

Remark3.2. The full result of 2.2 is not needed for the proofs. We could have
managed with the estimate O(α2) for the matrix elements of the extended scattering
matrix.

Remark3.3. All zeros of the Selberg zeta-function with the spectral parameter on
the central line that are visible in the computations in [Fr]are related to properties
of the extended scattering matrix. The spectral theory of automorphic forms allows
the existence of cusp formsf ∈ Maass0(α, β) with α ∈ (0, 1) for which the Fourier
terms of order zero at all cusps vanish. The presence of such cusp forms has not
been detected in the computations.

Remark3.4. In Theorem 1.1 we have stated that the functionsτk are defined on an
interval (0, ζk) ⊂ (0, 1). Actually, one can prove, that the families of cusp forms
associated with the eigenvalueα 7→ 1

4 + τk(α)
2 are real-analytic on (0, 1). They

belong to a so-called Kato basis. Compare [PS94,§2].

Remark3.5. All automorphic forms forΓ0(4) with the family of charactersα 7→
χα split completely in an even and an odd part. The zeros of the Selberg zeta-
function are related to eigenfunctions of a transfer operator, to which also a parity
is associated. In [FM] it is shown that this parity corresponds to the parity of
automorphic forms. It turns out that zeros of the Selberg zeta-function in§1.1 are
odd, and those in§1.2 even.
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Remark3.6. All odd cusp forms observed in the computations occur in families
on an interval contained in (0, 1) and have no real-analytic extension acrossα = 0.
Such an extension would be allowed by the theory, and would give atα = 0 an
unperturbed odd cusp form. All odd unperturbed cusp forms inferred from the
computations do not occur in such families, but make their influence noticeable by
the phenomenon of avoided crossing.

Remark3.7. All inferred even cusp forms for a nontrivial character,α ∈ (0, 1),
occur discretely as cusp forms. Their parameters (α, β) occur on curves of reso-
nances, where they touch the central line.

The limit point (0, β0) for a curve of resonances asα ↓ 0 is equal to (0, 1
2)

for countably many curves. All inferred unperturbed cusp forms with parameters
(0, β0) , (0, 1

2) are approached by a curve of resonances. Such a curve describes
infinitely many loops, giving rise to a sequence (αk, βk)→ (0, β0) of parameters of
even perturbed cusp forms.

Remark3.8. The considerations in this paper concern a special situation, namely
the cofinite discrete subgroupΓ0(4) of PSL2(R) and the 1-parameter family of char-
actersα 7→ χα. We have tried to make use of all special properties of this specific
situation that we could obtain. It remains to be investigated how much of the re-
sults of this paper are valid more generally. Computations in [Fr] indicate that for
Γ0(8) similar phenomena occur.
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[Str] F. Strömberg:Computation of Maass wave-forms with non-trivial multiplier
system;Math. Comput. vol.77 no 264 (2008), 2375–2416

[Ve90] A.B. Venkov:Spectral theory of automorphic functions;Math. and its
Appl., Soviet Series51, Kluwer, 1990

51


