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Chapter 1

Introduction

The procedure of blowing up is best known in algebraic geometry to create new spaces and
resolve singularities. The techniques however are not limited to algebraic geometry, they
can be applied in differential geometry as well. For example, McDuff used it in her paper
[23] to produce examples of non-Kéahlerian symplectic manifolds by using a blow-up in the
symplectic category. It becomes apparent from this paper that the symplectic blow-up is
not canonically defined. This is a huge difference with the canonically defined blow-up in
complex geometry.

At the same time, complex geometry and symplectic geometry are unified in so-called
generalized complex geometry (GCG), which was first considered by Hitchin, and later on
developed by Cavalcanti and Gualtieri. Besides unifying these two theories, GCG plays
an important role in physical string theory. As there is this discrepancy between complex
blow-ups and symplectic blow-ups, one starts to wonder how this generalizes to GCG. Are we
always able to blow-up? If this is the case, we already know that it cannot always be canonical.

Just as symplectic and complex geometries come together in Kahler geometry, we can also
consider generalized Kéhler manifolds: manifolds with two compatible generalized complex
structures. And just as we can blow up Kéhler manifolds, we expect to be able to do the
same for generalized Kéhler manifolds.

For both generalized complex and generalized Ké&hler, Cavalcanti and Gualtieri gave a
method to blow up in so-called non-degenerate complex points, but in arbitrary dimension
the procedure has not yet been carried out. We will find some partial results on blowing-up
generalized Kahler manifolds in theorem 4.6.3, propositions 4.6.6, which uses Morita
equivalences, and in 4.6.9, which is a generalization of proposition 4.6.7, by Cavalcanti
and Gualtieri [9] to higher dimensions. Also, in theorem 4.5.3 we generalize the result of
Cavalcanti and Gualtieri, theorem 4.5.1 to higher dimensions. It will turn out however that
four dimensional manifolds are much easier to deal with than higher dimensional manifolds.
For example, we will show that if the dimension is higher than four, not all generalized
complex manifolds can be blown up, but in dimension four they can.



This thesis is organized as follows. After a short chapter with preliminaries, we continue
with developing all the necessary theory on generalized complex structures. We discuss what
generalized complex manifolds are, what their submanifolds are, and we discuss the known
local form theorems. We end chapter 3 with a thorough discussion of generalized Ké&hler
manifolds. Then in chapter 4, we discuss the blow-up procedure for complex, symplectic,
Kahler, Poisson, generalized complex and generalized Kéhler manifolds. We will see that,
although the idea of blowing-up is the same each time, each category has different kinds of
difficulties with complex being the easiest and generalized Kéahler the most difficult.



Chapter 2

Preliminaries

In this chapter, we will discuss some results and definitions that we need in the chapter on
blow-ups. The third chapter, the one on generalized complex geometry, uses only the final
lemma of this chapter and can hence be read almost independently.

2.1 Fibre bundles and structure groups

In this section we will discuss fibre bundles and structure groups for fibre bundles. This
will lead to the notion of a symplectic fibre bundle. We then prove Thurstons theorem,
which gives us a symplectic form on the total space of a symplectic fibre bundle under some
extra conditions. Later on, this will be used in the symplectic blow-up procedure to get a
symplectic form.

Definition 2.1.1. A fibre bundle (E,B,p,F) consists of topological spaces F, B, F and a
surjective continuous map p : £ — B such that for all e € F there exists a neighbourhood U
of p(e) and a homeomorphism ¢ : p~1(U) — U x F such that the following commutes:

¢

pt(U) ——— UXF

FE is called the total space, B the base space, F the fibre and ¢ is called a local
trivialization.

With a fibre bundle comes the notion of a morphism of fibre bundles.

Definition 2.1.2. Given two fibre bundles p; : F; — B; with fibers F;, a set of maps (f, g)
is a morphism of the fibre bundles if f : Fy — Fs and g : By — By are continuous maps such
that the following commutes:
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An example of a bundle morphism is given by considering the pullback bundle f*(E) — A
of any fibre bundle p : £ — B and continous map f : A — B. The base space of this fibre
bundle will be A and as a set the total space is given by

f(E):={(e,a) € Ex A|p(e) = f(a)}

Then we induce it with the smallest topology such that the projections on E and on A are
continous. If f*(FE) satisfies the local triviality axiom, then it is immediate that (pri, f) is a
fibre bundle morphism.

So let (e,a) € f*(E). By the triviality of the original bundle, there exists an U C B
over which E ~ U x F. Let V := f~}(U), then f*(E) trivializes over V by sending a
(e,a) € pry (V) to (a,&) € V x F where ¢ is found by using the trivialization over U and the
fact that e € p~1(U). Hence f*(E) is locally trivial so that (pry, f) is a fibre bundle morphism.

Since the majority of this thesis will be on differential geometry, we also need the definition
of a smooth fibre bundle. This is essentially the same definition, translated to the smooth
category:

Definition 2.1.3. A smooth fibre bundle (E,B,p, F') consists of smooth manifolds E, B, F
and a surjective smooth map p : F — B such that for all e € E there exists a neighbourhood
U of p(e) and a diffeomorphism ¢ : p~1(U) — U x F such that diagram above commutes.

Similarly, the morphisms are expected to be smooth.

The manifolds in a fibre bundle can have even more structure than just that of a smooth
manifold. For example, we can have that the fibre F' is a symplectic manifold and we might
only want to consider those local trivializations which preserve this symplectic structure in
some manner. More generally, we get the following definition:

Definition 2.1.4. Let G be a Lie group acting on the fibre F' from the left. A covering
of local trivializations (U, ¢;) of the fibre bundle is called a G-atlas when for all 7, j such
that U; N Uj #* () we have that ¢; o (Zﬁj_l = (id, h@j) : (Uz N Uj) X F — (UZ N Uj) x F' with
hij:UiNU; — G. This G is called the structure group .

Applying this to our case of a symplectic fibre (F,0), we want G to consists of all the

symplectomorphisms of (F, o).

Definition 2.1.5. A symplectic fibre bundle 1is a fibre bundle p : £ — B with symplectic
fibers (F, o) such that the structure group is given by a subgroup of the group of symplecto-
morphisms of (F,o).

Like mentioned before, we end this section with Thurstons theorem on symplectic fibre



bundles.

Theorem 2.1.6 (Thurston, [28]). Let p : E — B be a compact symplectic fibre bundle with
symplectic fibers (F, o) and connected symplectic base (B,w). Suppose furthermore that there
exists an a € H?*(E) such that a restricts to [o] on the fibers of E. Then there erists an
& € a which restricts to o on the fibres and an €y > 0 such that p*w + €€ is symplectic for all
0<e<e.

Proof. Let € a be any representative and pick a locally finite cover (U;); of B consisting
of contractible trivializations ¢; : p_l(Ui) — U; x I' of E such that the transition functions
¢io¢j_1 are all symplectomorphisms of (F, o) over U;NU;. Furthermore, let ();); be a partition
of unity subordinated to the cover and denote with p; = proo¢; : p~1(U;) — F the projection
on the second factor. This gives us two closed forms on p~!(U;), namely p} (o) and 3 lp—1(,)-
By assumption, their classes in cohomology are the same and so their difference is exact. We
find a 1—form «; on p~*(U;) such that do; = pf (o) — Blp-1(v,)- Now define:

&= 0+ Zd((}\z Op)ai).

This definition clearly gives us a closed 2—form in the class a which restricts to o on the
fibers. We are now going to alter it a bit to get the non-degeneracy. We define for e € E:

Wei={v € TE|¢(v,w) = 0 Yw € T.F} = (T,F)¢

Since ¢ is equal to o on the fibers, it follows immediately that it is non-degenerate on the
fibers and hence we can write T.E = T.F ® W,. We get that p* is injective on W, and so
that (p*w)|w, is non-degenerate. By the compactness of the base B we find an ¢y > 0 such
that (p*w + €£)|w, is non-degenerate for all 0 < € < ¢g. We also find that p*w|r, p = 0 implies
that T.F LW, with respect to p*w + €€ for these €. For any fixed €, we will prove that this
2— form p*w + € is indeed non-degenerate. Let 0 #Y = v +w € TeF' @& W, be such that for
all Y = v+ w:
0= (p'w+e§)(Y,Y) = (0w + €€) (v,0) + (pw + &) (w, D)
= 6€|TEF(/U7 6) + (p*w + 6€)|We (w7 QD)

By letting v = v or w = w, we get that

OZf‘TeF(’U,’D) VTJETEF;
0= (p'w+ €€)|w, (w,w) Vi € We.

Hence the non-degeneracy on the fibers tell us that v = 0 and the one on W, tells us that
w = 0. So indeed Y = 0 and the 2—form p*w + € is non-degenerate. O

2.2 Vector bundles and characteristic classes

In this section we will cover some basic material on characteristic classes. For a more
conceptual approach via connections, see [12].



We start with the definition of a vector bundle. Examples of these will of course be the
tangent bundle, the cotangent bundle. Throughout, we let M be a smooth manifold.

Definition 2.2.1. A real/complex vector bundle of rank k over M is a fibre bundle 7 :
E — M with base space M and fibre R¥/C* such that the fibres E, := 7~ () have the
structure of a k—dimensional real/complex vectorspaces and the local trivializations become
linear isomorphisms on the fibres.

Note that a vector bundle is an example of a fibre bundle with fibres vector spaces and
structure group GL,. Between vector bundles, we have vector bundle maps, which are
defined to be fibre bundle maps which preserve the Gl,, structure: on the fibres the total
space map is linear. Moreover, given two vector bundles E, E’ over M, we can consider their
Whitney-sum F @& E’ — M. This sum has total space {(e,e’) € E x E'|n(e) = 7n'(¢/)} with
induced smooth structure of F and E’. One can view this bundle as the pull-back bundle of
the bundle F x E' — M x M under the diagonal map M — M x M.

Example 2.2.2 (Tautological line bundle). Let us consider an important example of a vector
bundle. For this, we let M = RP* and define L := {(z,1) € R¥ x RP* |z € I} as a topological
space with obvious projection (x,l) + [. Using the trivializations of RP* we immediately
get a smooth structure on L such that the projection is smooth. Similarly, one can define a
tautological line bundle over complex projective spaces.

The idea behind characteristic classes is to assign cohomology classes on M to a vector bundle
which is an invariant of the isomorphism classes of vector bundles. Hence we can use them to
distinguish different vector bundles. We will discuss three different characteristic classes by
their axioms and recall some properties which follow from these axioms without their proofs.
For a more thorough discussion, we refer to [25] 12].

2.2.1 Euler class

For the first class, we need a bit more structure on our vector bundles, that of an orientation.
Though this limits us, we gain that the classes will not be Zo graded, but are integral. Let
us start with defining an orientation on a vector bundle. With a frame of a vector space, we
will mean an ordered basis. Given two frames ¢, ¢’, we get a change of basis matrix [¢ : ¢'],
which is an invertible matrix.

Definition 2.2.3. An orientation on a vector space V is a choice of equivalence class of
frames, where two frames ¢, ¢’ are equivalent if [¢ : ¢'| has positive determinant.

There is an obvious way to extend this definition to a notion of orientation on vector bundles:
just choose an orientation in each fibre. But we also want the orientation to be smooth
in some sense. Hence we consider local frames of vector bundles: local smooth sections
(¢1, ..., 0r) : U — E such that ¢(z) := (¢1(x), ..., ox(x)) are frames for all x € U. Hence we
get:

Definition 2.2.4. An orientation on a vector bundle £ — M is a choice of orientations
¢ of each fibre E, such that for all z € M there exists a neighbourhood U of x and a local



frame ¢ on U, such that ¢(z) = ¢, for all x € U.

From now on, for this section, all our vector bundles will be oriented. Equivalent
to an orientation on a vector space V of dimension k is a choice of generator of
Z ~ Hp_1(V\{0}) ~ Hp(V,V \ {0}), by considering the ordered simplex spanned
by (=>,%i,¢1,...,¢r), which contains zero. Using integration, we get a generator
uy € H*(V,V \ {0}). Using this construction for a fibre bundle pointwise and using the
smoothness condition of the orientation actually gives us open sets U C M and elements
w € HF(n=1(U), 7=1(U) \ s0(U)) with sq the zero section. The following theorem gives us an
element of H*(E, E\ so(M)).

Theorem 2.2.5 (Thoms isomorphism, [?], theorem 10.2). Given an oriented vector bundle
7. E — M of rank k, H*(E,E \ so(M)) contains a unique class u which restricts to uy €
H*(V,V\ {0}) on all the fibres V.

Before we can actually define the Euler class, we need to consider the projection map 7 of
a vector bundle a bit more. Note that M is a deformation retract of F, since any vector
space is contractible. This implies that 7* : H*(M) — H®(E) is an isomorphism and hence
invertible.

Definition 2.2.6. The Fuler class e¢(E) of a vector bundle 7 : E — M is defined as
(7*)~1i*(u), where u is the class of Thoms isomorphism theorem and i : (E, () < (E, Ep).

We end this part of the discussion of the Euler class by recalling some properties of it.

Proposition 2.2.7. The FEuler class of oriented vector bundles satisfy:

e For all smooth maps f: N — M and fibre bundles E — M : e(f*(E))

[ (e(E));

e For two bundles E, E' — M, the class of their sum is given by e(E®E') = e(E) — e(E');

e Change of orientation on the fibres gives a minus sign in class: e(E) = —e(E).

2.2.2 Chern class

The classes we want to consider are the Chern classes. This time, we only consider complex
vector bundle ¥ — M of rank k. Any such vector bundle is also a real vector bundle and it
turns out that this underlying real vector bundle comes with an orientation and hence an
Euler class. Any (complex) frame ¢ of C* gives a frame ¢ = (¢1,i1, ..., dr, i¢y) of the real
vector space R?*. The equivalence class of this real frame turns out to be independent of the
choice of complex frame and hence for vector spaces we get a natural orientation. Using this
procedure fibre-wise gives us an orientation of the real bundle EFg — M and hence we can
use the Euler class to define a Chern class.

Definition 2.2.8. The Chern classes ¢;(E) of a complex vector bundle E — M of rank k
are elements c;(E) € H?(M,Z) such that the following axioms hold:

(C1) If f: M — N is a smooth map and F — N a vector bundle, then ¢;(f*E) = f*(c¢;(E))
for all i;



(C2) If (E',E,E") form a short exact sequence of vector bundles over M, then ¢;(F) =

Z;’:O Cj(E,) U Ci_j(E”);
(C3) For E — any (complex) line bundle, ¢o(E) =1 and ¢1(E) = e(ER).

An analogue to Chern classes are the Stiefel-Whitney classes, which are defined on any vector
bundle but take value in H?(M,Zs). Whenever we consider complex vector bundles, they
are just the Zs reductions of the Chern classes. Chern classes have the following properties:

Proposition 2.2.9. Chern classes exist and are unique, i.e. there is a unique map from
the space of vector bundles {E — M} to H*(M,Z) such that all the azioms are satisfied.
Moreover,

1. ¢;(E) =0 for alli > k, for k the rank of E;
2. If we denote the conjugate of E by E, then ¢;(E) = (—=1)'c;(E) for all i;
3. If E,E' are isomorphic bundles over the same manifold, then ¢;(E) = ¢;(E') for all i.

2.3 Constructions with fibre bundles and vector bundles

In this section we will discuss some constructions on (complex) bundles to get new ones.
These bundles will be used in the construction of a symplectic blow-up.

Example 2.3.1 (Projectivisation). To a given rank k complex vector bundle E — M, we
will construct its projectivization, which will be a fibre bundle with fibres CP*~! and base
manifold M again. For any complex vectorspace V we can consider P(V), all the complex
lines in V. Similarly, we can do this for all the fibres E,, since they are complex vector spaces.
Hence we a resulting total space P(E) := UzenP(Ey).

We then still have to describe the transition functions in order to P(E) to be a manifold and
the obvious projection p : P(E) — M which sends a line in E, to x to be smooth. For this,
first pick an atlas U of M of local trivialization of E. Then for any U € U we have that
E|y ~ U x CF and hence that P(E)|y ~ U x CP*~!. So as open sets we can pick U x V
with V a chart of CP*~! and the obvious charts. Obviously, this immediately shows that p is
smooth.

Most of the time, we will use that the set of complex vector bundles is the same set as the set
of real vector bundle with a fibre preserving automorphism J which satisfies J? = —1.
Example 2.3.2 (Tautological). Given a projectivization p : P(E) — M, we can construct
the tautological bundle ¢ : L(E) — P(E). As a total space it is exactly constructed as
the tautological line bundle over CP*~ fibrewise: L(E) = {(r, (x,1))|r € I, (z,]) € P(E)}.
Similar arguments as above show that it is indeed a line bundle over P(E).

2.4 Connections

In this section we will give the definition of a connection and recall some properties related
to metrics and complex structures.



Definition 2.4.1. A connection is a bilinear map V : I'(T'M ) xI'(T'M) — I'(T'M) satisfying
for all f € C™(M):

L Vix(Y) = fVx(Y);
2. Vx(fY) = fVx(Y)+ Lx(f)Y.

Furthermore, we say that V is compatible with a metric g or with an almost complex
structure I if:

X-g(Y,2) =g(VxY,Z) +g(Y,VxZ);
Vx(IY) = IVx(Y)

respectively. The torsion Ty of V is defined as T'(X,Y) := Vx(Y) — Vy(X) — [X,Y]
and when Ty = 0 we say that V is symmetric. The curvature Ky of V is defined as
Ky(X,Y)(Z2)=VxVyZ -VyVxZ — V[X’y]Z and when Ky = 0 we say that V is flat.

Remember that for all metrics there exists a unique compatible symmetric connection V,
which is called the Levi-Civita connection.

Proposition 2.4.2 (Gualtieri, [15]). Suppose that g is a metric and I an almost complex
structure such that g(IX,1Y) = g(X,Y) for all X,Y, i.e. (M,g,I) is an almost hermitian
structure. Let h be a three form and V the Levi-Civita connection. Define V* := V + %g_lh.
Then V" is a metric connection, with torsion g~ 'h and the following are equivalent:

o V" is compatible with I;

o The Nijenhuis tensor of I is given by 4g~*h30+03) 4nd duw®:2)+Z1) — i(h(1’2) — h(2’1))
for w = gl the corresponding 2— form.

2.5 DMorita equivalences

We end this preliminary with a short discussion of Morita equivalences of Poisson manifolds.
For more we refer to, [7, 10, 29, B1] . Let us start by recalling the definitions of a Poisson
manifold and that of a Lie algebroid.

Definition 2.5.1. A Poisson manifold is a manifold M together with a bivector o € A2TM
such that [0, 0] = 0, where [,] is the Schouten-Nijenhuis bracket on multivector fields. the
Schouten-Nijenhuis bracket of o vanishes. Secondly, a Lie algebroid over a manifold M is
a vector bundle L — M, with an anchor p : L — TM and a Lie bracket [,] on its space of
sections such that the Leibniz rule holds: [X, fY] = p(X)-fY+f[X,Y]and p: T'(L) — I'(T'M)
is a map of Lie algebras.

These objects play an important role in Morita equivalences, since the so called weak Morita
equivalence of Poisson manifolds is a Morita equivalence of Lie algebroids. A simple example
of a Lie algebroid on a Poisson manifold (M, o) is the vector bundle L = T*M. Its anchor is
then given by o, viewed as a map o : T*M — T M and the Lie bracket is given by:

[aa B] = Ea(a) (/8) - ‘Ca(ﬁ) (a) - dg(av 5)
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for a, B € T(T*M) = QY(M).

In order to define weakly Morita equivalence of Poisson manifolds, we need to define Morita
equivalences of Lie algebroids. For this we need the so called pullback Lie algebroid:
Definition 2.5.2. Let 7 : Q — M be a surjective submersion and suppose that (L, p,[,]) is
a Lie algebroid on M. Then its pullback Lie algebroid = (L) is defined as:

(L) ={(¢"(@), X) € ¢*(L) x TQ | p(e) = ¢*(X)}, (2.1)

with anchor map (a, X) — X and bracket [(f¢*(a),X,),(g0*(8),Y)] := (fgo* ([, B]) +
X(9)o™(B) = Y(f)¢*(a), [X,Y]).

Finally, we get:

Definition 2.5.3. Two Lie algebroids L; — M; are Morita equivalent if there exists a
manifold @) with two surjective submersions m; : Q — M; with simply connected fibres such
that 77 (L1) =~ 75(L2). Moreover, we call two Poisson manifolds weakly Morita equivalent if
their corresponding Lie algebroids are Morita equivalent.

Besides this definition of weakly Morita equivalent Poisson manifolds there is a second, more
restrictive, notion of equivalence:

Definition 2.5.4. Two Poisson manifolds (M;, ;) are Morita equivalent if there exists a
symplectic manifold @) with surjective submersions m; : Q — M; with simply connected fibres
which are symplectic orthogonals, such that m; is a complete Poisson map, w9 is a complete
anti-Poisson map.

This is all in the real world, but let us set up the holomorphic analogous. Since any holo-
morphic Lie algebroid £ — M is equivalent to the structure of a complex Lie algebroid on
L := LT M compatible with the holomorphic data, we get the following definition:
Definition 2.5.5. Two holomorphic Lie algebroids £; — M; are Morita equivalent if there
exists a complex manifold @@ with two holomorphic surjective submersions 7; : Q — M; with
simply connected fibres such that 77 (L1) =~ 75(La).

Since for holomorphic Poisson manifold (M, o) we also have that T*M is a holomorphic Lie
algebroid, the definition of weakly Morita equivalence carries over as well:

Definition 2.5.6. Two holomorphic Poisson manifolds (M, 0;) are weakly Morita equivalent
if their corresponding holomorphic Lie algebroids are Morita equivalent.

The author could not find any litarature on Morita equivalence for holomorphic Poisson
structures, but in order to repeat a theorem of Weinstein, we propose the following:
Definition 2.5.7. Two holomorphic Poisson manifolds (M;,0;) are Morita equivalent if
there exists a complex manifold X with a holomorphic, closed 2-form w such that w, :
T'YOX — (T'0X)* is an isomorphism and two holomorphic maps 7; : X — M; such that:

e The m; are surjective submersions;
e The m; have simply connected fibres;

e The fibres of the m; are w-orthogonal to each other;

11



o (mj)wwe = (1) (0))r, (@);
e The 7; are complete maps.

Note that, this is completely analogous to the real case.

Theorem 2.5.8. Let m; : (X,w) — (M;,0;) be Morita equivalent holomorphic Poisson man-
ifolds of the same dimensions and let © € X such that o;(m;(x)) = 0. Then the holomorphic
Poisson structures are locally anti-isomorphic around the images of x.

The proof is similar to that of the real case as in [29], for completeness we repeat the argu-
ment.

Proof. Since the 7; are Poisson maps and the o; vanish at 7;(z) we get that 0 = (m;)owy Lom} :

T;r:(m)M@' — T, (2yM;. Hence if X € (ker(m)*){ then:
0= w(w—lmz*g,X) = mrE(X) = £((m)«X),

for all £ € T, ( m)MZ-, which shows that X € ker(m;)., which is therefore co-isotropic. Because
the fibres are symplectic orthogonals to each other, we get that ker(7;), are in fact Lagrangian
and equal and hence dim(X) = 2dim(M;) = 2dim(M;) =: 2n.

By Darboux, it is clear that we can pick a (local) Lagrangian manifold N which is transverse
to the ker(m;)« at . We are going to identify a neighbourhood of the m;(x) inside the M;
with N in order to get the local anti-isomorphism.

Let {z;} be complex coordinates on M; and let y; := x; om. Then the y;, when restricted to
N are independent and hence we can extend them to independent complex functions ¢; on a
neighbourhood of N such that they commute. Here we use that N is chosen with help of the
Darboux theorem, i.e. w =Y. dp; A dg; for p; functions vanishing at N. Next, pick complex
coordinates x; on M such that y; = fo o my restricts to ¢; on N as well. Then we can write
Vi = qi+ ) aipr and Yy, = g; + Y ;. birpy for holomorphic functions a;;, and b;,. We compute
that on N:

{vi,yjtw = {Qi + Zaikpka%' + Zajk:pk} = ajj — aji,
w

k k

where we use that pi vanish on N and that we have chosen w—coordinates. Similarly, we
compute that:

{Yis Y5} = bij — bjis 0= {yi, ¥} }o = bij — aji,

which shows that {y;,y;}. = —{yé,y}}w and therefore are we have found the anti-
isomorphism. ]

12



Chapter 3

Generalized complex Geometry

Generalized complex geometry studies structure on TM @ T*M. It generalizes both complex
structure as symplectic structure as we will see throughout the discussion. We will first discuss
the linear algebra and then the global variant. After discussing the local normal forms, we
continue with generalized Kéhler geometry. Except for the local normal form theorems, all
the important theorems will be proven.

3.1 Linear algebra

We wish to study structures on TM & T*M for M a smooth manifold of dimension m. As
always with new structures on manifolds, we first want to discuss them fiberwise, i.e. for
V@& V* with V a real vectorspace of dimension m. Throughout, we will denote elements of V'
by X,Y, Z, ..., elements of V* by £,1,(, ... and elements of V@ V* bya = X+£b=Y +n,c=
Z + (,.... But before we can do this, we need to examine which structure is always available
on V @ V*: its group of symmetries.

On V @ V* we can define a symmetric bilinear form (,) as follows:

(X4EY 4n) =~ (n(X) +£(Y)) (31)

Clearly, this does not depend on any choice of basis, but letting {f;} a basis of V, {f*} its
dual basis, we get that

- <€i,€j> = 5i7j = <eia€j> <€’ivej> =0

for e; := fi+ f! and €’ := f; — f. Hence (V @ V*,(,)) has signature (m,m) and has as group
of symmetries O(m,m). By picking the canonical 1 € A>"(V @ V*) ~ R we can reduce this
to SO(m,m), which has Lie algebra

so(m,m) ={T € End(V & V*)|(Ta,b) + {(a, Th) = 0}
_ {(é _/i*> | A€ End(V), Be A2V, B e /\QV} (3.2)
= End(V) @ A2V @ A2V
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Using the same notation as above, exponentiating an element B € so(m,m) gives us a so-
called B-field transform and exponentiating 5 € so(m,m) give us f—field transforms. They
act as follows:

exp(B)(X +¢) = @; I?ﬂ) <)§> — X +&4ixB: (3.3)
exp(B)(X +€) = (Ig 0 ) (?) =X tighte (3.4)

In our study of generalized complex structures, isotropic subspaces and subbundle will play
an important role.

Definition 3.1.1. A subspace L < V @& V* is called isotropic if (L,L) = 0. Such an
isotropic is called mazimal isotropic or linear Dirac if it has maximal dimension, i.e.
dimension m. We say that a linear Dirac structure L has even parity if L € SO(m,m)-V
and otherwise we say that L is of odd parity.

Proposition 3.1.2. All linear Dirac structures are of the form L(E,e) .= {X +§ € E®
V*|€|p =ixe} for E<V a subspace and € € N\2E*

Proof. Since —2(X+E£,Y+n) = €(X,Y)+e(Y,X) =0forall X+, Y+n € L(E, €) we find that
L(E, ) is isotropic. Since it is of dimension m, it is in fact a linear Dirac structure. Now let L
be any linear Dirac structure and let E := my(L). One easily checks that L N V* = Ann(F),
so define € : £ — E* as:

€(X) == my~ (W‘;l(X) NL) € V/Aun(E) ~ E*

This is well-defined, since if {,n € €(X), then X + &, X +7n € L. And hence that { —n € L.
Now let Y € E. Then by definition there exists ¢ such that Y 4+ ( € L. But this implies that
0=—-2(¢—nY+() =&Y)—n(Y). Soin fact £ —n € Ann(E). By construction, it follows
that L < L(FE,¢€) and since L is maximal we get an equality. O

Definition 3.1.3. The type of a linear Dirac structure L(FE, ¢€) is defined as the codimension
of Fin V.

These linear Dirac structures can also be characterized using spinors as we will see in propo-
sition 3.1.10 . This different description is useful when one wants to consider manifolds, since
we cannot expect mpps (L) in general to be a subbundle of TM for L a Dirac structure on 7'M
and 7p M : TM & T*M — TM the obvious projection. Let CL(V @ V*) := @*(V & V*)/I be
the Clifford algebra on V @ V* with I the ideal generated by a ® a+ (a,a). With the Clifford
algebra comes a representation on the so-called spinors S := A®*(V*) by

(X +&) v =ix¢p+EAY. (3.5)

Lemma 3.1.4. There exists a non-zero element of degee 2m w € CIV @& V™) satisfying w? = 1
and S decomposes as eigenspaces of w as S = N°%V* @ pevenyE,

1

Proof. Let w = eje*...e;ne™. Then:

w2 =ejet...emeMeret...epme™ = (—1)

= (=)™ ey o). (™, €M) = (1) = 1.

1 m

Im=Lie) e)el..eme™el .. eme
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Furthermore, one can check that if ¢ = f...fir € S* then fI A f¥ A4 € ST. This
reduces the proof to A°V* and A'V*. An easy computation shows that w -1 = (—1)™
and w - fJ = (=1)™~1fi. This shows that (S*,S57) = (A®"V* A%V *) if m is even and
(ST, 87) = (A * Acven ) if m is odd. O

Note that CI(V @ V*) does not preserve this eigenspace decomposition of S, but the Spin-
group
Spin(Ve V") ={vi.v, e CLV B V") |v; e V V™ (v;,v;) = £1, r even} (3.6)

does and has therefore S+ as representations and is a double cover of SO(V & V*) by the
morphism p :

p:Spin(V @ V*) — SO(V & V™),

p(x)(a) = zaz™!; Va € Spin(V @ V™). (3.7)
Its derivative is an isomorphism and given by dep : spin(V & V*) — so(V & V*),

dep(x)(a) = xa — az. Later on we will need one example of this isomorphism which we will
treat now already.

Example 3.1.5 (B-transform). Let B =}, , Bi; f'A fI € A’V* be any element with B;j =
—Bj;. The following computations shows that under the isomorphism B =), ; Bij I

dep | DB £ =D Biy(F £ fi = it 1) = Bis(f (0 = fif ) = (G55 = 7 fr) )

.3 i,J 1,J

:ZBkjfj_Bjkfj: ZBijfi/\fj (fx) = B(fx)
J ,J

Denoting this inverse element of B under p by B, one easily sees that B -1 = —B At). Hence

exponentiating gives us that exp(B) - = exp(—B) A 1.

Similarly, one computes that exp(3) - ¢ = exp(ig)y with g = Bi;j fjfi whenever
B =" Pijfi A fj for a beta-transform. The spinors come equiped with a bilinear pairing, the
Mukai pairing, of which we will discuss some properties below.

Definition 3.1.6. Let a: CI(V & V*) — CI(V & V*) be the map defined by the tensor map
which sends v1 ® ... Vg — v ® ... ® v1. Then we define the Mukai pairing on the spinors as:

(¢1,P2)m = (a(d1) A ¢2)top
So this is a map S x S — A"'V* and top means taking the part in A"™V™*.

By picking f € A™V \ {0}, we can describe the action (3.5) differently. One checks by a
direct computation that (z-1) is the unique element in A*V* such that (z-v)f = x¢ f, with
the right hand side the Clifford multiplication. Using this, we find that we can describe the
Mukai pairing as follows. Let f € A™V be non-zero. Then:

(i (Y1, 02)m) [ = (ig(a(r) Ap2)) f = (al(f) - (a(Pr) A2)) f = a(f)a()af = a(1fvaf.
This shows the following properties of the pairing.
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Lemma 3.1.7. The bilinear form is non-degenerate and symmetric for m = 0,1 mod 4
and skew-symmetric otherwise. Moreover it is invariant under the identity component of

Spin(V & V*).

Proof. The first two statements follow directly from the definition. The third statement
follows from 1 = (v,v) = a(v)v for all v in the identity component of C1(V & V*). O

Given a spinor ¥ we can use the action of the Clifford algebra to consider its null-space
Ly={acVaV'|a 9y=0}

Lemma 3.1.8. The null-space of any spinor is isotropic and depends equivariantly on the
spinor under the spin representation.

Proof. For all a,b € Ly, —2(a,b)1) = aby) + bay) = 0 and hence Ly is isotropic. The equivari-
ance dependence means that for all g € Spin(V @& V*) Lg.y = p(g9)Ly. Given a € L.y, we let
b:=p(g " )a € Ly. Then a = p(g)b € p(g)Ly. This shows the first inclusion. For the second,
let p(g)a € p(g9)Ly. Then arp = 0 and hence p(g)agy = gar) = 0 proves that p(g)a € Lg.y.

O

Definition 3.1.9. A spinor v is pure if its null-space Ly, is a linear Dirac structure.
Proposition 3.1.10. Any linear Dirac structure is the null-space of a pure spinor.

Proof. First consider the linear Dirac structure L(E,0) = E @ Ann(E) and let 6, ...,0; be a
basis of Ann(E). Now, for X + ¢ € L(E,0) one finds that:

(X4 (01N cAO) =ix(O1 Ao NO) +ENOLA..NO,=0+0=0.

Hence X +¢ € Ly, for 1 = 61 A...A0). By maximality of L(E,0) we conclude that L(E,0) = Ly.
Next is the general case L(FE,¢). Pick B € A2V* such that i*(B) = € with i : E < V is
the inclusion. This choice gives us that exp(B)L(E,0) = L(E,¢€). The equivariance of the
previous lemma shows us that

L(E,€) = exp(B)L(E, 0) = exp(B) Ly = Lo,y = Lexp(—B)ry:

which proves the proposition. O

We conclude this real linear algebra part with an easy way to check whether two linear Dirac
structures have trivial intersection. Having trivial intersection with some other linear Dirac
structure will become important when we define generalized complex structures in sections
3.3 and 3.4.

Proposition 3.1.11. Two linear Dirac structures Ly, and Ly have trivial intersection if and
only if the Mukai pairing of ¢ and ¢ does not vanish: (1,1 ) # 0.

Proof. Suppose that (¢,9') # 0 and let 0 # a = X + & € LN L'. This means that a - ¢ =

a-y" = 0. One easily checks, by first considering homogeneous v, ¢, that a - (¢,¢') = 0 as
well. Hence X = 0 and £ Ay = 0 = £ A¢/. This means that we can write 1) = £ A9 and
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P = EN zﬂ’ . Computing the Mukai pairing gives us now zero, since & A £ = 0, which is a
contradiction. We conclude that a =0 and LN L' = 0.

Now assume that L N L' = {0}. First we consider two easy cases, namely L' = L; = Ly, with
Y1 = fAALAfmand Yo = fLAL AL LNL = 0 implies in the first case that ¢ = exp(B)
and in the second case that 1) = exp(B)A# for some # € V* and 0 ¢ (f*, ..., f™1). So in both
cases we find that (¢, 1;) # 0. For the general case, note that O(V @ V*) acts transitively on
the space of linear Dirac structures and hence for all L’ there exists a g € Spin(V & V*) such
that L' = p(g)L; for one of the two cases above. Now, LN L’ = 0 implies that p(¢~*)LNL; =0

and hence that 0 # (g1, v;) = £(v, gi) = £(b,¢¥'). N

Until now we have only used real spaces. We can define a natural pairing on the complexified
spaces by demanding C-—linearity. The results until now in the complex case are the
summarized by the following theorem. Proving the theorem is of course completely analogous
to the real case.

Theorem 3.1.12. Let V be a real vector space of dimension m. A linear Dirac structure of
type k = 0,...,m is completely determined by one of the following:

1. A complex subspace L < Vo @ V&, mazimal isotropic with respect to (,) such that
dim(c(ﬂ'VCL) =m — k,’

2. A complex subspace E < V¢ of complex dimension m—k, together with a complex 2-form
ee N> E*;

3. A complex spinor line Uy, < \*(VE) generated by 11, = ¢ exp(B +iw)01 A ... A O, where
the 0; are linear independent 1—forms in V&, B +iw € N*(VZ) and c € C\ {0}.

So far, this is all direct translation of our earlier work in the real case. In the complex case,
however, we have conjugation of complex numbers. This gives us the following lemma and
definition:

Lemma 3.1.13. Let L be a complex Dirac structure. Then LN L = K ® C for some real
KcVoVv*

Proof. Let K := LN (V @& V*). Then we have that a + bi € K ® C if and only if a,b € K =
LN (V @V*), which happens if and only if a & bi € L, so if and only if a + bi € L N L.
O

Definition 3.1.14. Given L and K as above, we define the real index of L to be dimg(K).

3.2 Brackets

In this section we will study two brackets on the space of sections of TM & T*M, the
Dorfman bracket and the Courant bracket and study their symmetries. Both can be used
to express involutivity of Dirac structures. The Dorfman bracket turns X (7'M & T*M) into
a Courant algebroid and comes naturally from derived brackets. The Courant bracket is
however historically older and is skew-symmetric and hence looks more like a Lie bracket. It
does not satisfy Jacobi, but the Dorfman bracket does. We will discuss both and start with
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the definition of a Courant algebroid.

Definition 3.2.1. A quadruple (E, (,),[,],n) with E — M a vector bundle, (,) a fibre-wise
non-degenerate symmetric bilinear form on E, [,] a bilinear bracket and a smooth bundle
map 7 : I'(E) — X (M) to the vector fields on M is called a Courant algebroid if it satisfies
the following properties for all a,b,c € I'(E) and f € C*(M):

(C1) 7 ([a,0]) = [r(a), x(b)],

(C2) [a, [b,c]] = [a, 6], c] + [, [a, ]
(C3) la, f6] = fla,b] + (w(a) )b,

(C4) [a,a] = D(a,a),

(C5) m(a)(b,c) = ([a,b], c) + (b, [a, c]),

where D : C*°(M) — T'(E) is defined as D = k71 o 7* o d with 7* the dual map of 7 and
k: E — E* defined using (, ).

Definition 3.2.2. Let H € Q3(M) be arbitrary. Then the H—twisted Dorfman bracket
[,1g on T'(TM & T*M) is defined as

[[X—i—f,Y—}-n]]H:[X,Y]+£Xn—iyd§—iinH (3.8)

Theorem 3.2.3. The twisted Dorfman bracket turns TM @ T*M into a Courant algebroid
with anchor map (X +¢&) = X.

Proof. (C1) is clear. One computes that D(f) = —df with d the exterior derivative and hence
(C4) follows:

[X+&X +&n=[X,X]+Lxé—ixd —ixixH =dix{ = —D(ix€) = D(X + & X +§).
The rest are just straightforward computations. For (C3):
[X +& Y + folu =X, fY]+ Lx(fn) —ipyd§ —ipyixH
= fIX,Y]+ LxfY +ix(df An)+dfixn+ fdixn— fiyd§ — fiyvixH
=fIX+&Y +nlu+ Lx (N +n) = fFIX+ &Y +nlg + (7(X + )Y +n)
For (C5):
—2(<[[a,b]]H,C> + <b7 [[CL,CHH» = _2<[[X+£7Y+UHH72+<> - 2<Y+777 [[X+€7Z+C]]H>
=izLxn+ i[X,Y]C +iyLx(+ Ix, 2N = ixdiyC +ixdizn
=-=2Lx(Y +n,Z + () = —2m(a)(b,c)

So only (C2) remains for which we remark that the vectorfield part follows from the Jacobi
identity for the Lie bracket of vectorfields and that we use that H is closed:

1,80, ] + [, [a, c]] = [[X, Y] + Lxn — iydé —iyix H,c] + [b, [X, Z] = LxC — i — ZdE — izix H]
— [[X,Y), 2] + Lix (¢ — izdLxn + izdiyd +izdivix H — izijx v H
+ [V, [ X, Z|| + Ly LxC — Lyizdé — Lyizix H —ix zdn —i|x zjiy H
= [X,[Y, Z)) + Lx Ly C — Lxizdn — iy 1d€ — Lxiziy H — iy gix H
=[X+ &Y, Z] + Ly —izdn —iziyH] = [a, [b,c]] O
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Definition 3.2.4. The H—twisted Courant bracket [,|g is defined as the skew-
symmetrization of the Dorfman bracket. In formulas:

[X+§7Y+77]H:%[[X‘Féay‘f‘?ﬂ]H_é[[Y‘f‘n,X“rfﬂH

1. . .
= [X, Y] + £X77 — ﬁyf — §d(lx77 — ny) —iyvixH (3.9)

In the following part we will discuss symmetries of the Dorfman bracket. For this, we first
discuss those of the Lie bracket. We will see that there exist in principle more symmetries of
the Dorfman bracket than symmetries of the Lie bracket since we can use B—field transforms

for B € Q(M).

Lemma 3.2.5. Let (f, F) be an automorphism of m : TM — M such that F preserves the
Lie bracket. Then F = df.

Proof. First of all, if f is an automorphism of M then (f,df) is a pair as in the lemma. So
assume that (f, F) is such a pair and consider (id, G) with G = (df)~! o F. This pair also
satisfies the conditions in the lemma and for such a pair and h € C*°(M) we have that:

G([hX,Y]) = G(h[X, Y] = Ly (h)X) = hG([X,Y]) — Ly (h)G(X);
[G(hX), G(Y)] = [hG(X), G(Y)] = h[G(X), G(Y)] = Lo (WG(X) = hG([X, Y]) = Lar) (M) G(X).

Hence G =id and F = df.
O

Proposition 3.2.6. The map exp(B) is a symmetry of the Dorfman bracket if and only if
B is closed. Furthermore, given any orthogonal transformation (f,F) of TM @& T*M such
that F preserves the Dorfman bracket , F is the composition of a B—field transform with a
diffeomorphism. Hence the group of orthogonal Dorfman automorphisms of TM & T*M is
the semi-direct product of Diff( M) with Q2(M).

Proof. Let B € Q?(M). The first part follows from an easy computation which shows that
[exp(B)(X 4+ &),exp(B)(Y +n)]|z = exp(B)[X + &Y +n]g — ixiydB.

Moreover, exp(B) is an orthogonal transformation since (X +£+ixB,Y +n=IyB) = (X +
. d 0

Y 1)~ HBOXLY) + BV X)) = (X+& Y +1). Given (), define fo= (¥ 5)),

Since (f*)~1¢(df(Y)) = &(Y), f. is an orthogonal transformation and we can consider the

pair (id, G) where G = f-! o F. Using the same method and (C3) as in the above lemma,

we find that preserving the Dorfman bracket implies that G = <I;” S) Finally, using that

G is orthogonal we get that G = exp(B) for some B € Q2(M) which has to be closed by the
above. O
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3.3 Dirac structures and integrability

In section 3.1, we have considered linear (real) Dirac structures. In this section we will
discuss Dirac structures on manifolds and define when a Dirac structure is integrable. At
the end, we will discuss four examples of Dirac structures and show that the theory of Dirac
structures unifies other theories like complex geometry and symplectic geometry.

Definition 3.3.1. A real, maximal isotropic subbundele L < TM ®T*M is called an almost
Dirac structure. If L is involutive, i.e. closed under the Dorfman bracket, then we call
L integrable or a Dirac structure. Similarly, a involutive, maximal isotropic subbundle
L <TcM @ TEM is called a complex Dirac structure.

Note that for the integrability the type of bracket, Dorfman or Courant, does not matter.
Since [a,b]g = [a,bly + d{a,b) and L in the above definition is assumed to be isotropic, so
that on L the two brackets are the same.

Remark 3.3.2. Also note that this definition together with Proposition 3.2.6 shows that the
B—field transform of a Dirac structure is again a Dirac structure whenever B is closed.

Let us consider two ways to check whether an isotropic bundle is in fact Dirac. In the linear
case we have seen that any isotropic space is the null-space of a pure spinor. Similarly, one
sees that any almost complex Dirac structure is the null-space of a unique line subbundle
K < A*(T*M ® C). In formulas, this is:

L={X+€cT(IcMaTM)|(X+E) - K =0}

Then, let L' be an isotropic complement of L. Using this, we can define UF := A™~FL . K.
Moreover, we define the twisted exterior derivative as dgv = dy + H A v. We get the
following result on integrability:

Proposition 3.3.3. Let L be a mazimal isotropic subbundle of TcM @© TEM. Then the
following are equivalent:

o L is involutive;

o ([a,b]m,c) =0 for all a,b,c € L;

o dy(T'(K)) C T'(Un-1);

o L=L(E,e) with E C Tc M involutive and dge = H|g and dg defined as dgoi* =i*od

fori: E — TcM the inclusion.

Proof. If L is involutive, then [a,b]y € L and hence isotropy implies the second condition.
Similarly, if the second holds, then [a, b] i ¢ L implies that L & C- [a, b] g is isotropic which
is a contradiction with the maximality of L.

One computes that for alla = X +£,0=Y +n € I'(L) and for all forms .

a-b-dyg() =[a,b]g - —dula-b-v) —a-du(b-v)+b-dg(a- ). (3.10)
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When we have that 1 is a local section of K, then this equation reduces to [a,b]m - ¢ =
a-b-dgy. Hence if we assume that the third condition holds, then we have that dgy = c- ¢
for some ¢ € T'je(L')). Hence:

la,blg-vY=a-b-c-¢p=—-2(b,c)a-p—a-c-b-1p=0+0=0.

So L is therefore involutive. The other way around: assume L to be involutive. Then, by the
same computation, we find that for all a,b € T'(L) and for all ¢ € T'(K):

0=a-b-dg,

implying that b-dgy € I'(K) or vanishes. Now first assume that b - dgi) = 0 for all local
sections b. But since K is unique, this implies that dyvy € K. Now considering the deR-
ham decomposition of forms, we see that this is impossible. Hence there exists a b such that
b-dpy € T1o.(K) \ {0}. Since acting with L highers the degree with one, this implies that
dr € Tioe.(U™1). Hence condition 3 is also equivalent to integrability.

We are left to prove that the fourth condition is equivalent with integrability, the both direc-
tions will be proved at the same time in the following. First note that involutivity of L implies
involutivity of FE but the definition of the bracket, hence we can assume E to be involutive.
One computes that for X +&,Y +n € L(E,¢):

(Lx(n) —iyd€ —iyixH) |g —ix,y]€

= ixdpn|g + dgixn|e —ivdpé|p — iyixH|g — ixdpiye — ixiydpe + dpiyixe + iydpixe
=ixdgn|g +dge(Y,X) —iydgl|lg — ivixH|g —ixdegn|g — ixiydpe + dpe(X,Y) + ivdg|E
— ixiyH|p —ixiydge. (3.11)

Now, the very first part is zero (under the assumption of involutivity of F') if and only if L
is involutive, and the final part is zero if and only if the second condition in this part of the
proposition holds. This proves the claim.

O

Note that allthough the third equivalent description says something about dg : QF — QFF1,
the induction argument shows that this is actually a consequence of dgy = c - ¢ for a

¢ € T'(L). Hence that we can write dgv = ix® + & A for some X + & € TeM @ T «¢c M.

Let us consider some examples:

Example 3.3.4 (Pre-symplectic Geometry). TcM < TcM @& TEM is an isotropic, in-
volutive subbundle and hence a Dirac structure. Taking a w € Q2(M), gives us the Dirac
structure

Exp(—iw)TM = {X —iw(X)| X € TcM}.

Hence pre-symplectic geometry can be described by a Dirac structure.

Example 3.3.5 (Poisson Geometry). Similarly, T¢M < TcM & TEM defines a Dirac
structure and we can consider a —transform

Lp := exp(B)T"M = {B(§) + £ | € T"M}.
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In general this is only an isotropic bundle, since f—transforms do not preserve the Dorfman
bracket. We can check when it is isotropic by using the previous proposition. [ defines a
bracket, as usual, by {f, g} := B(df,dg). Since L is isotropic, we find that:

(la, folm, ¢) = f(la, 0], ¢) + (w(a) f){b, ¢) = f([a,b]m,c).

Hence tensorality of this expression follows by using the skew symmetric Courant bracket
which is the same on L as the Dorfman bracket. Hence to compute whether L is involutive,
we only have to consider expressions a of the form a = igrf+ df € I'(L). One computes that:

—2([iar B + dfiagB + dgll . ianB + dh) = —2([igr B, iagB] + diiypdg — iy, 5lig s H, ianB + dh)
= dh([igrB,idgB]) + tiy,pdiiy5dg + H(iaf B, g8, ianl)
= iidfgdiidggdh — iidggdiidfgdh + iidhﬁdiidfﬁdg + H (igr3, 1498, 1an3)
={/ g hi} +{g,{h. f}} +{h.{f . 9}} + H(iarB,iag B, ian )

Note that we use Cartan’s formula for the part with the Lie derivative. Now, we see that the
above expression is zero if and only if the bracket {,} is a twisted Poisson bracket. Hence
twisted Poisson brackets can be described by Dirac structures.

Example 3.3.6 (complex Geometry). Given a almost complex structure J on M, we can
form the —i-eigenbundle T%'M < TcM of J and a corresponding maximal isotropic bundle:

L;= T071M D AHH(TQJM) = T(]’lM S, Tl*,OM' (312)

Involutivity of L implies (Lie) involutivity of Tp 1 M and hence that J is a complex structure.
The other way around, if .J is a complex structure and if H € Q2(M), then for X +£,Y +n €
Ly we find that

[[X—I—f,Y—I-??]]H = [X,Y] —1—2')(577 — Zygf —iytx H,

which is a section of L; again. Hence L; is a Dirac structure and complex geometry can be
described by Dirac structures.

Example 3.3.7 (Foliated Geometry). Similarly as in the previous example, we can pick
A < TM, a smooth distribution of constant rank. Then clearly, L := A & Ann(A) is a
maximal isotropic subbundle of TM @ T* M. Since the Courant bracket is zero on T*M and
we are dealing with Ann(A), we find that L is involutive with respect to the not twisted
bracket if and only of A is (Lie) involutive and hence integrable. So this gives a foliation on
M, described by a (real) Dirac structure.

3.4 Generalized complex structures

For defining generalized complex structures, we follow the same pattern as before: first linear
and then global. We will discuss the two main examples: complex and symplectic vector
spaces. The pattern follows more closely: in the linear case we will use a special kind of
linear Dirac structures as an alternative description of generalized complex structure, but in
the global case we again need some extra integrability conditions.
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Definition 3.4.1. A generalized complex structure (GCS) on a vector space V' is an endo-
morphism 7 of V @& V* such that J 2= _1and J* = —J with respect to the natural pairing
().

Remark 3.4.2. A 7 satisfying the first condition is called complex, one that satisfies the sec-
ond is called symplectic. Instead of the symplectic condition we could ask J to be orthogonal.

Lemma 3.4.3. Choosing a linear GCS J is equivalent to specifying a linear Dirac structure
L < Ve @ V& with real index zero, i.e. LN L ={0}.

Proof. Given a GCS 7, we defineL to be the +i eigenspace inside_VC @ V¢. Note that L is
the —i eigenspace and hence L has complex dimension m and L N L = {0}. Finally L is also
isotropic, since for all a,b € L:

(a,b)y = (Ja, Jb) = (ia,ib) = —(a,b)

and hence the natural pairing is zero on L. The other way around, we define J to be +i on L
and —i on L. The only thing that is left to check it whether J is orthogonal. By considering
cases and using isotropy it is clear that the only non-tricial case is on L x L, but then we can
use that —i -7 =1 to conclude the lemma. O

In the previous section we had different ways to express a Dirac structure. The next part
will be about the extra condition on linear Dirac structures with respect to these different
collections of data.

Proposition 3.4.4. The mazimal isotropic L(E,€) has real index zero if and only ifE+E =
V ® C and € is such that wa = Im(€e|gng) is non-degenerate on ENE =: A ® C.

Proof. If L has real index zero, then L ® L = Ve @ V¢ and hence Ve = my, (L @ L)=E+E.
For the second condition, suppose that X € A such that wa(X) = 0. This is equivalent to
e(X) = €(X). Using a ¢ such that &|p = €(X) we get that X + ¢ € L and X + £ € L. Hence
X + & € LN L which is a contradiction.

The other way around, suppose that X +¢& € LN L. We can assume that X is real and hence
that X € A. But then we find that ¢(X) — é(X) = {|g — &g = 0. So by assumption X = 0.

Using that E + E = V¢ we get that ¢|g = 0 = ¢|z and hence LN L = {0}. O

Proposition 3.4.5. Let L be a mazximal isotropic defined by its spinor line U, = C- exp(B +
iw)Q with Q = 61 A .0y for k linear independent forms 6; € A'VE and B +iw € N (V).
Then L defines a GCS if and only if W * AQAQ # 0. In other words, if and only if the
following two conditions hold:

o (01,...,0,,01,...,01) are linearly independent;

o w is non-degenerate when restricted to the real (2n — 2k)—dimensional subspace A C 'V
defined by A = ker(Q2 A Q).

Proof. Using the Mukai pairing, proposition 3.1.11 shows that L has real index zero if and

only if (exp(B + iw)Q, exp(B — iw)Q) # 0. One computes that:

_ k(kt1)
2

\n—k
(23) GTEAQAQ

(exp(B + i) 2, exp(B — i)€2) = (exp(2ia), @) = = )n(n —5)!
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So this is non-zero if and only if W% A Q A Q is not the zero form. O

Next, we discuss the two most important examples of GCS: complex and symplectic vec-
torspace.

Example 3.4.6 (Complex vectorspaces). Given a complex structure J : V. — V on V|,
we can define a generalized complex structure J; which we will write in matrix notation with
respect to the direct sum V @ V*:

Ty = <_0‘] JO> (3.13)

Its corresponding Dirac structure is given by L; = Vo1 & Vy*, with Vj1 the —i eigenspace of
J, similar to example 3.3.6. Its spinor line is generated by any element ¢ € Q"™°. Using a
(—B)—field transform gives us the following equivalent data:

—J 0
T =es-B)Ten(B) = (5, o ) b = exp(B):
L_p= {X—i—f—le‘X—FfE %71@‘/1#:0}

Example 3.4.7 (Symplectic vectorspaces). Like in the previous example, a symplectic
structure w : V. — V* on V gives a generalized complex structure J,:

T = (g _%_1> (3.14)

Its corresponding Dirac structure and spinor line are given by
L, ={X —iw(X)|X € V}; P, = exp(iw) (3.15)

Using a (—B)—field transforms again gives us a so-called B—symplectic structures, which
have the following equivalent data:

~w™ !B —w™t )
J-B= exp(—B)JweXp(B) = w—+ Bw'B Bw! ) Y_p= eXp(B + Zw);

L_p=1{X—iw(X)—BX)|X €V}

Having done all the linear theory, we continue with manifolds.

Definition 3.4.8. A generalized almost complex manifold (GACM) is a manifold M, to-
gether with an endomorphism J of TM & T*M, which is almost complex and orthogonal
with respect to the pairing ().

Of course, we have seen a lot of different descriptions of this information. This is captured
in the following proposition whose proof is just a pointwise application of the linear story.

Proposition 3.4.9. A generalized almost complex structure on a manifold M is equivalent
to both of the following:

o A subbundle L < TcM & TEM which is maximal isotropic and of real index zero;
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o A line subbundle K < T¢M consisting of pure spinors such that (Y, z) # 0 at every
point x € M and ¢, € K,

Definition 3.4.10. We call a generalized almost complex manifold (M, J) a (twisted) gen-
eralized complex manifold (GCM) if the +i- eigenbundle L < TcM & TEM of J is a Dirac
structure with respect to the twisting.

With the work we build up in the previous sections, we already exactly know when an
generalized almost complex manifold is in fact a generalized one. Proposition 3.3.3 is the key
proposition here.

Theorem 3.4.11. A generalized almost complex manifold (M, J) is a generalized complex
mamnifold if and only if one of the following holds:

e ([a,b]m,c) =0 on the +i—eigenbundle L < TcM ® TEM ;

o dy =0+0;

o L =L(E ¢e) with E C TcM involutive and dpe = H|fg.

In [11], proposition 2.2, Crainic shows that any generalized complex structures can be written

. A : . : :
as a matrix J = B _7;1* and finds equivalent conditions for a matrix of this form to
be generalized complex in terms of the entries. A consequence of this proposition is the

following;:
Corollary 3.4.12. Let

A w
J = (B —A*>

be a generalized complex structure on M. Then w is a Poisson bivector.

This is the first time one notices a close relation between Poisson geometry and generalized
complex geometry. It turns out however, that there is a far more closer relation between
them, as we will see in paragraph 3.6. But first, we will discuss some examples.

3.5 Examples

Throughout, we have discussed the complex and symplectic examples. Now we will discuss
two more examples. The first one shows that although we could define the type in the
linear case, the type of a generalized complex structure can change from point to point. The
second example will be necessary for the next section on local normal forms. Besides these
examples, one should always keep in mind that B—field transforms give new generalized
complex structures as well.

Example 3.5.1 (Type change). We consider M = R* ~ C2? with complex coordinates z1, 2.
Let J be the generalized almost complex structure defined by v := z1+dz1Adzs. One sees that
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dz1A\dz1 )
)

along z; = 0 this structure is complex and everywhere else it is given by ¥ = z1 exp < -

which is B—symplectic. Moreover,
(Y, 9) = —dz1 Ndza Nd5 NdZ2 # 0

and

, 0
dp:dzlz—z%p:(—a—zg)'p.

From the proof of proposition 3.3.3, one sees that this induces an integrable Dirac structure
and the first computation shows that it has index zero. SO this is indeed a GCS.

In [8] Cavalcanti and Gualtieri show that any generalized complex structure on a 4-dimensional
manifold which has a complex point which is non-degenerate looks like this.

The next section will show that the following example is important.
Example 3.5.2 (Holomorphic Poisson). Let o := @ +iP be a holomorphic Poisson structure
on (M,J). Then J, is a integrable generalized complex structure where

Ty = <_0J 4;:) . (3.16)

Using that for holomorphic Poisson structure I o P = P o I* it is easy to show that J2 = —1.
Moreover, I o P = @ which is skew-symmetric, which shows that J, is orthogonal as well, as
a computation shows that:

(T (X 4. ToY 1)) = (X +&Y +0) + L (a(IP(&)) + L)

The integrability is much harder to prove and for this we refer to [21I] and [27]. In fact, they
show that ¢ is holomorphic Poisson if and only if 7, is generalized complex.

Example 3.5.3 (Holomorphic Poisson in dimension 4). Let us see what the (local) equivalent
data is when our manifold is just 4—dimensional.

Let us pick local complex coordinates z1, zo and write ¢ = f0; A 02 with f holomorphic. Also
assume that f # 0. If it was zero, then we would just have a complex structure, what we do
not want to study right now. We will determine the +i-eigenbundle of J, and its spinor line.

Assume that X + ¢ € Ly, ie., J,(X + &) = iX +i€. The form of J, shows that we
get the following equations:

JrE = i€ JX —4P¢ = —iX. (3.17)

The first of these show that & € (dz1,dz2), so we can write it as adz; + bdze for a,b smooth
functions on a neighborhood U of any x. Since o is holomorphic Poisson, we have that
@ = P o I and hence that:

f82 = U(dzl) = Q(dzl) + ’LP(le) = 272P(dzl);
— f81 = J(ng) = Q(dZQ) + ZP(dZQ) = 2iP(dZQ).
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Hence the second equation in (3.17) shows that if we write X = ad; + bdy + ady + B9 that:

2 2
—iX = JX —4P¢ = —iX + 2i(ad; + fO2) — an@Q + beﬁl.
From this we conclude that « = —bf and 8 = af. Now define:
V= f+dz Ndzs. (3.18)

We will prove that Ly = L, by showing that (X + &) -4 =0 for all X + ¢ € L,. Using the
notation as above, we compute that:

(X —+ f) )= fEFAEN (le AN dZQ) + 4ix(d21 A dZQ)
= (fadz1 + fbdze) + 0+ 4(adzy — Bdz1) = (fa — af)dz1 + (bf — bf)dze = 0.

Note that ¢ = €?(dz1 A dz3) and similarly, one shows that for any dimension v has this form.

3.6 Local normal forms

It is always important to know how the defined structure looks locally. In [I5] Gualtieri
showed that there is a local normal form around so called regular points in a generalized
complex manifold. Later, in [2], Baileys showed that there exists a local normal form around
each point, with help of a result of Abouzaid and Boyarchenko on [I]. We will now discuss
these results and prove the result of Gualtieri, which he calls generalized Darboux. For the
other proofs, we refer to [2] [1].

Definition 3.6.1. A point x € (M,J) is called regular if the the type of J is locally
constant around z.

Since this definition only considers neighbourhoods, we can assume that H is exact and use a
B—field transform to get to the untwisted case. So from now on, we assume that H = 0. The
generalized Darboux theorem will make use of the following theorem, which is an application
of the Newlander-Nirenberg theorem:

Proposition 3.6.2. Let (L, [, ], ) be a complex Lie algebroid on a real manifold M such that
7(L) = E and E+ E = TcM. Then the generalized foliation deterined by A@ C=ENE
has transverse complex structure around reqular points.

Theorem 3.6.3 (Generalized Darboux,[15]). Around regular points of type k, generalized
complex structures are isomorphic, via symmetries of the Courant algebroid TM & T*M,
to the product of an open in (C*,J;) with an open in (R*™=2F 7.,) with wo the standard
symplctic structure and i the standard complex structure.

Proof. Let = be a regular point of (M, J). Since the type of J is constant around x, we can
express the structure around z in terms of L(E,¢€) with £ < TcM a involutive subbundle of
complex codimension k and dge = 0 as in proposition 3.3.3. The previous proposition applied
to L and FE give us a foliation with transverse complex structure around x. Hence we get
coordinates {xl}fg”‘;?’“ and {z;}¥_, of R?™~2F and CF respectively such that E is spanned by

the B%i' Now let B + iw be any 2—form such that i*(B + iw) = e. We have seen that 1 is
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independent of the choice here, so we can assume that i » (B+iw) =0=14 o (B+iw). Then
. 9z;

Oz;

the spinor line of L is generated by ¥ := exp(—(B + iw))Q2 with Q = dz; A ... A dz.
Since i*d(B + iw) = —dge = 0 shows that d(B + iw)|g = 0 and

dip = exp(B + iw)d(B + iw)

is zero if and only if d(B + iw)$2 = 0, we find that p is indeed closed.

Now let ¢ be a leaf preserving diffeomorphism such that ¢*w|gem—2t = wp. Then ¢*Q = Q
and call A := ¢*(B+iw) = ¢*B+i¢*w. Let us introduce a three degree for differential forms,
for the components in the following decomposition:

p

AR5 @ A€o @ A€,

and also decompose d = dy + J + O with respect to this decomposition. Then A has six
components. Of these components only the following ones affect €2, which is a form of degree
(0,k,0):

4200 4101 40,02
Also, since the imaginary part of A2% is just —wq, we get that A2%0 — A200 is closed. We have

seen that d(B + iw) A Q = 0, but this implies that A A Q = 0. Using the three components,
we get the following conditions:

0A"? = ; (3.19)
9AM™ 4 4, A% = 0; (3.20)
9A%0 4 d,AM! = 0; (3.21)
d;A?0 =0,

In order to show that the theorem holds, we will construct a real closed form B such that
¢*1p = exp® exp~™0 (). Remembering that %(AQOO — A200) = —jwy, tells us that we have to
use a B of the form:

B = %(AQOO + A200) + A0 4 ATOT 4 4002 4 002 4 C,

with C' a real (011) form so that B — iwg = A. Since we need a closed form, we get some
extra conditions that we must meet:

0= (dB)™2 = 9A"2 1 9C; (3.22)
0= (dB)'"! = 9A™ 4 9AOT 4 4, C. (3.23)

(3.19) shows that locally, we can write A?*® = da for a (001) form . Then (3.22) changes
into 9(C — da) = 0 which shows that C has to be of the form:

Oa + Do + 100
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for some real function x. Equation (3.20) implies that 0 = (A — dsa), so that locally we
can write A'°! = dya + 9B for some (100) form 3. Then equation (3.23) is equivalent to:

09(8 — B) = —id;00x.

Hence we can solve this, i.e., find an appropriate x if and only if d f85(ﬁ — B) = 0. Proving
this, then proves the theorem.

(3.21) shows that 0 = 9(A* — d;f) and like before, we write A% = dB + v with v as

0-closed (200) form. Then:

dpdd(B — B) = 09(dsB — dgB) = 99(A™ — — A2 —7)

= 90(A?Y0 — A200) = _2i9duwy = 0.
So indeed, x exists and hence the theorem holds. O

It is possible to get the Gualtieri’s result as a consequence of the following result by Abouzaid
and Boyarchenko. In this theorem, they do not assume any regularity, but in order to get
Gualtieri’s result back again, we certainly need the regularity condition.

Theorem 3.6.4 (Theorem 2, [I]). Around any point, generalized complexr structures are
isomorphic, via symmetries of the Courant algebroid T M @®T* M , to the product of a symplectic
generalized complex manifold with another generalized complex manifold which is of complex
type at the image of the point.

So to get a complete local model, the remaining question was how complex points locally
look. This question is then answered in [2] by Bailey, in his theorem:

Theorem 3.6.5 (Main Theorem, [2]). Around points of complex type, generalized complex
structures are isomorphic, via symmetries of the Courant algebroid TM&T* M, to one induced
by a holomorphic Poisson structure and some complex structure.

3.7 Submanifolds and branes

Whenever a new kind of manifolds are introduced, it is important to decide on a good
notion of submanifolds. In this section we will define submanifolds, which will be generalized
complex on their own again. Also, we will discuss branes, which are an analogue of
Lagrangian submanifolds in symplectic manifolds. Like usually, we start with the linear
theory. Throughout, we let W < V be a p—dimensional real vector subspace and we let V'
be endowed with a generelized complex structure. We start with the most important kind of
subspace.

Definition 3.7.1. W is called a generalized complex subspace of V if Ly N Ly = {0}, with

Ly ={X+¢w. | X+EcLn(Wcea VE)} (3.24)

The following lemma shows that Ly is always a linear Dirac structure, so the extra condition
is just the condition of a linear Dirac structure being generalized complex.
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Lemma 3.7.2. Ly is always a linear Dirac structure of W @& W*.

Proof. Isotropicy follows from:

where the final equality is due to X + & € L. The dimension is computable, define K :=
{&lwec | € € L}. Then the following two sequences are exact:

TWe
0 K« Lw WVC(L) N (W(C) —>0

OHLﬂAnn(WC)%LﬂVC*%K%O

Also, by maximality of L, L N V¥ = Ann(my.(L)) which has complex dimension m —
dimgmy, (L). Similarly, we have:

LNAm(We) = LNVE N Ann(We) = Ann(my,. (L) + We) (3.25)

Which gives that:

dime (L N Ann(We)) *2” dime (Ann(my (L) + We)) = m — dime (v, (L) + We)
= m — p — dimg(my. (L)) + dime(my,. (L) N We) (3.26)

Finally, the exact sequences give that:

dim(c(Lw) = dirn(c(ﬂ'v(C (L) N W(c) + dim(c(K)
= dim¢(my. (L) N We) + dime (L N VE) — dime (L N Ann(We))

(3.26) dimc (L NVE) —m + p + dime(my. (L)) = p. -

In the following examples, we will consider complex and symplectic spaces again with their
induced generalized complex structures. We will show that a subspace is complex /symplectic
if and only if it is generalized complex. This shows that the definition of a generalized
complex subspace is exactly what we expect.

Example 3.7.3 (Complex subspaces). Let (V,J) be a complex vector space and let W <
V.

First assume that W is a generalized complex subspace, i.e. Ly N Ly = 0. Now suppose
that Y ¢ W and X := JY € W. Write:

V=(X)o{)ow

for a complement W’. Note that JW’' = W’. Define { € V¥ to be 1 on X and zero on
(Y)Y® W', One computes that J (£ —iJ*€) = J*(§ —iJ*E) = i(§ —iJ*E) so that € —iJ*¢ € L.
Hence (§ —iJ*¢)|w € Ly, but this is equal to the real £ since J*¢ vanishes on (X)® W’ and
Y ¢ W. Hence £ € Ly N Ly = 0 which gives a contradiction. We conclude that Y does not
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exist, W is closed under J and hence that W is a complex subspace of V.

For the other way around, assume that W is closed under .J and assume that X +¢& € Ly NLyy .
This implies that we can extend £ to & and & such that X + &, X + & € L. But this
implies for X that JX = —iX and JX = —iX. Writing this out as X = X; + iX, gives
that X7 = JXo = — X7 and hence that X = 0. Next we consider the conditions on the &,
namely that (§; — &)|lw = £ — & = 0 and J*§ = i€y, J*¢ = —i. Hence we find that
i(&1 +&)w = J (& — &)lw = 0= (& + &)|w. But this implies that & |lw = &|lw =€ = 0.

We conclude that Ly N Ly = 0 and hence that W is a generalized complex subspace of V.

Example 3.7.4 (Symplectic subspaces). Let (V,w) be a symplecetic vector space and let
W < V. Since L = {X —iw(X)|X € V¢} we get that Ly = {X —iw|w(X)|X € Wc}.
Hence Ly N Ly = {X € W¢ |w|w(X) = 0}. But this implies that Ly N Ly, = 0 if and only
if w|w is non-degenerate. We conclude that W is a generalized complex subspace of V' if and
only if it is a symplectic subspace of V.

If W <V is a generalized complex subspace, then it is represented by a pure spinor as it is
a generalized space on its own. The following proposition shows how this pure spinor can be
related with the pure spinor of V.

Proposition 3.7.5. Let Ly be a GCS onV and j : W — V a real subspace. Then we can
choose ¢ = exp(B+iw)0h A... AO such that {5*(0;)}._, is a basis of Ann(my.(L)NW¢) C W
and {0:}F_,,, one of Ann(my, + W¢). Furthermore, Py = exp(j*B)j*(61) A ... A j*(6)) is a
pure spinor for Lyy.

Proof. Using Theorem 3.1.12; we see that ¢ = ¢ - exp(B + iw)f; A ... A 0 where the 6; form
a basis of L NV = Ann(my. L) and for any non-zero c. Since choosing a different basis gives
only a sign, we can choose the basis however we want. Letting j*(§) = &|lw. € W¢ and i an
inclusion, we get the following short exact sequence:

» %k

0 — Ann(my(L) + We) — s Ann(myu (L)) —— Ann(my.(L) N We) —— 0

This shows that we can choose a basis splitting Ann(my. (L)) as Ann(my. (L) N Wc) &
Ann(my. (L) + Wc) via j* like stated in the proposition. We are left to prove that ¢y
defined in the proposition is a pure spinor for Lyy. So let X + £|w,. € Ly, we compute that:

(X +&lwe) - Yw =77 (X +8) -5 () =57 (X +&) - ¢) = 57(0) =0,

where we use that ¢ is the pure spinor of L and X + ¢ € L. But then by maximality, we find
that 1y is the pure spinor for Ly . O
Corollary 3.7.6. W <V is a generalized complex subspace if and only if 0 # (1w, Yw).

Besides this natural definition of a generalized complex subspace, we also have the following
definitions of special subspaces of V. These subspaces are called after the analogous
subspaces of symplectic vector spaces.
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Definition 3.7.7. Let J be a GCS on V and W < V a subspace. We call W a gener-
alized isotropic subspace if J(W) C W @ Ann(W), a generalized co-isotropic subpace if
J(Ann(W)) € W @ Ann(W) and a generalized Lagrangian subspace if it is both isotropic
as co-isotropic.

Let us see what these definitions are for the easy examples.

Example 3.7.8 (Complex subspaces). The complex case is not that interesting. Given
a W c (V,Jy), we see that W is generalized isotropic or co-isotropic if and only if it is a
complex subspace and hence a generalized complex subspace.

Example 3.7.9 (Symplectic subspaces). For the symplectic case, let W < V be a subspace
with (V,J,) symplectic. Then W is generalized isotropic if and only if for all X € W,
w(X) € Ann(W). But this happens if and only if w|y = 0, so if and only if W is isotropic.
Similarly, W is generalized co-isotropic if and only if —w™(¢) € W for all £ € Ann(W),
which is equivalent to for all W+ C W by considering —w(X) for X € W+ and —w=1(¢)
for ¢ € Ann(W). Hence W is generalized co-isotropic if and only if it is co-isotropic. We
conclude also that W is generalized Lagrangian if and only if it is Lagrangian.

Next is the global picture of subspaces: submanifolds. Given a smooth submanifold N C M,
with M generalized (almost) complex, we can consider its tangent space T'N. Of course, at
all points x € N, T, N < T, M is just a subspace and we can construct Lz, . This pointwise
construction gives us a distribution Ly C TcN © TN. By the pointwise procedure, we see
that at each point this distribution is a maximal isotropic subspace . A different way to get
this distribution Ly is by considering general Courant algebroids and reductions of them and
of Dirac structures as in [6]. This gives us a global description of the distribution Ly as
follows:

Ly ~i" (LN (TcN & TeM) + Ann(TeN)/Ann(Te N)) (3.27)

Definition 3.7.10. Given a submanifold IV of a generalized almost complex manifold M, we
say that NV is a generalized almost complex submanifold if Ly C TcN @17 N is a subbundle
and satisfies Ly N Ly = {0}. Moreover, if M was generalized complex to start with, then N
is called a generalized complex submanifold .

Similarly, we globalize the other kinds of subspaces:

Definition 3.7.11. A submanifold N C M is called a generalized isotropic submanifold
ift 7(TN) C TN @ Ann(T'N), a generalized co-isotropic submanifold if J(Ann(TN)) C
TN @ Ann(TN) and a generalized Lagrangian submanifold if it is both isotropic and co-
isotropic.

One notes however, that applying a B-field transform to the GCS on M does not respect
being a generalized Lagrangian submanifold. We can modify the definition a bit of a
Lagrangian submanifold a bit, so that the result is respected by B—field transforms. This
gives us the so-called branes.

Definition 3.7.12. A submanifold ¢ : N — M of an generalized complex manifold M,
together with a 2-form F € Q?(N) which satisfies dF = H|y is called a brane if the bundle

= {X+E€TNOT*M|x|€rn =ixF} (3.28)
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is preserved by J.

Now a B—field transform changes a couple (NN, F') into (N, F'+ B|y). And since dB = 0, we
find that this new couple is still a brane. Of course, for a generalized complex submanifold,
applying a B—field transform transforms the submanifold by ¢*(B). With the discussion we
have had in the linear case, we exactly see that generalized complex submanifolds of complex
or symplectic manifolds are again complex or symplectic. Also, a generalized Lagrangian
submanifold of a symplectic manifold is a Lagrangian manifold.

3.8 Generalized Kahler

Now that we have seen the definition of (twisted) generalized structures, their submnaifolds
and have explicitly seen that generalized structures are a generalization of symplectic and
complex structures, one begins to wonder how Kéhler geometry fits into this picture. Kahler
geometry usually contains a symplectic and a complex structure which are compatible, but
now we know that these structures are in fact generalized structures as well. This leads us
to the following definition:

Definition 3.8.1. A (twisted) generalized Kdhler structure (J1,J2) on a manifold M con-
sists of two commuting, (twisted, with respect to the same twist) generalized structures J1, Jo
such that G := — 17> is a positive definite metric on TM & T*M. If J1, J2 are only almost
generalized complex, then (Ji, J2) will be called an almost generalized Kdihler structure .

The most obvious example is of course that of a a Kéhler manifold (M, J,w,g). Then

T = Tg, Jo := T, and J1J> the anti-diagonal matrix with entries g and ¢g—*.

We will now discuss how generalized Kahler geometry relates to bihermitian geometry. This
correspondence turns out to be quite helpful in the blowing up procedure.

Definition 3.8.2. An (almost) bihermitian structure on M is a triple (g, I+, I_) consisting
of a Riemannian metric g and two (almost) complex structures Iy such that g preserves both
complex strucutres, i.e.

(I X, 1Y) = g(X,Y), VX,Y € TM.

Theorem 3.8.3. The map sending a bihermitian structure (g, 1) together with a 2—form b
satisfying

Fdiwy = H + db, (3.29)
with wy := gl4+, to the generalized complex structures:
1 (=1} —w b (1)t
T = 10\ (L4 — (1)1~ w+* ( l)lw*_ 1 0 (3.30)
2\b 1) \wy+ (1) w_  —I7+(-1)1 b 1
is well-defined and induces a bijection between such bihermitian structures with specified
2—form and the generalized Kdhler structures.
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Proof. We start with showing that the J; of equation (3.30) are almost generalized Kéhler.
Then we will tell how the inverse map is constructed and we end with relating the integrability
conditions of the I+ and equation (3.29) with the integrability conditions of the J;.

The inner matrix of (3.30), which we will denote by A; from now on, clearly squares to
—21d. Since the outer two are each others inverse, we find that the [J; are complex. A
tedious computation also shows that:

{4ja, 4;b) = (a,b),

and since the outer matrices of (3.30) are also orthogonal, the J; are. Since:

-1
A1A2=A2A1=(0 49 )

4g 0
we get that:
-1 -1
B _( —9gb g
J1Je = <g “bg1b bg‘l) (3.31)

which is indeed a metric. Hence the J; form an almost generalized Kahler pair.

Let us continue with the inverse map. Suppose we have a Kéhler structure [J;. Since the
J; commute and square to —Id, we see that G squares to the identity. Hence it has +1-
eigenbundles C+ C TM @& T*M which are orthogonal to each other with respect to the
natural pairing and are both m—dimensional. Since the pairing is zero on 7% M, the projection
wpp c TM @ T*M — TM is an isomorphism when restricted to the C1.. Hence we can write
the Cy as a graphs of a : TM — T*M. Denote the symmetric part of a4 by g and the
skew-symmetric part by b. Since:

(X4+0b+9)X, X+0b—-—9)X)=(X,X)+(b+9)X,(b—9g)X)+2(X,bX) =0, (3.32)
we see that a_ = b — g. Finally, we can let:
I X =y Ji(ax (X)), (3.33)
Since the C'+ are closed under J71, we get that:
I3 =7mrpmoJioagomryodioay
=m0 JEoar = —1d

So the I are complex. It is an easy computation to show that this map is indeed the inverse
of the map formulated in the theorem.

So we are left to tackle integrability issues. Let L; denote the +i-eigenbundle of J; and
Ly := L1 NC+ ® C. Then we can write:

L = ax(TPPM) = {X + (b Fiws)X | [+ X = iX}

Now the lemma below proves the integrability if we are able to show that the condition that
iyixH = iyixd(b F iws) holds for all X,Y is equivalent to (3.29), since L; = Lf ® Ly
and Lo = Lf S5 Lf. That the two conditions are equivalent follows from a straightforward
(p, q)—decomposition of forms with respect to the IL. This concludes the proof of theorem
3.8.3.

O]
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Now let us state the lemma we needed in the above proof:
Lemma 3.8.4. A bundle {X + cX|X € E}, for E C TcM and ¢ a complex 2—form, is
closed under the twisted Dorfman bracket if and only if E is Lie integrable and c satisfies:

iyixH =iyixdc

Having a generalized Kéhler structure induces more than just the bihermitian structure: it
induces a holomorphic Poisson structure for each of the complex structures. This we will
discuss now and we will use these structures later on in the generalized Kéhler blow-up in
section 4.6. Although there is an apparant way in which the Poisson structures are formed,
by using Bauer sums as in [I7], we will now just give the Poisson bivectors and prove that
they are indeed holomorphic Poisson. But first we need an application of proposition 2.4.2
to our case:

Lemma 3.8.5. Let V be the Levi-Civita connection with respect to g and let h = db+ H.
Then:

VE=V+ %g’lh (3.34)

preseves the metric, is compatible with I+ and has torsion £¢g~1h.

Proof. Following the proposition, we need to prove that h has no (0,3) and (3,0) part with
respect to both /. and that dwf’1)+(1’2) = :l:i(h(m) — 21D, Remember that Fdwy =
db+ H = h. Moreover, wy is of type (1, 1) since if X, Y are in the same eigenbundle of [ + +,
then:

wi(X,Y) =g(ILX,Y) = +ig(X,Y) = £ig(V, X) = g([1.Y, X) = ws (Y, X) = —wi(X,Y)

This shows that h is of type (2,1) + (1,2). This also show that dwf’1)+(1’2) = dw and since
¢ =i(0+ — 0+) and d = O+ + 01 we get that:

h(2’1) = ii@iwi; h(12) = q:igiwi

which implies that dwy = 4i(—hZD + h(12)) as we want.

Proposition 3.8.6. Let Q := %[I+,I_]g_1. Then the bivectors
oy =Q —iQI} (3.35)
are holomorphic Poisson structures on (M, I).

Proof. To simplify notation, we will just prove that o, is holomorphic Poisson. Let {z;} be
complex coordinates. Then we compute that:

o4 (dzj,dz) = Q(dzj, dzi) —iQ (I dzj, dzy) = 2Q(dzj, dzy,)
= A ([, T 1o~ d)) = T (d) (g~ (dz)) + da(I_g~ T (d2))
= 2idz,(1-g~ ' (dz)),
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where we use that I are hermitian so that I1gl+ = g. At the same time, we have that for
all &:

Since dzp(I_g~'(dz)) = glg”(dz), I-g7(dz)) = —g(_g~'(d=), 97 (dz)) =
—dz;(I-g=*(dz)), we get that:

op =1y dzp(I_g ' (dz))d; A Oy (3.36)
gk

We will start with proving that the functions dzj,(I_g~'(dz;)) are holomorphic. We have that
the previous lemma shows that:

Or - (dzi(I_g~ " (dz;))) = 0y - (9(g~ " (dzi), I_g~ " (dz;))
g

(Vg (dzr), I-g~ (dz))) + g (9 (dz), VE(T_g~ " (dz))))
(3.37)

where we write V7 as a short hand for Vg and Vi (I_)(Z) =V (I_Z)—1_VI(Z) we find

r

that this is equal to:
9(VEg™H(dz), I-g™ (dz)) + 99 (dzx), VI (I-)g ™ (d2)) + g(g ™" (dz), I- Vi g~ (dz)))

One checks that since V has no torsion that for all 1—forms &:

de =" dz A gV,g €+ dE A gVrgT e

Applying this to { = dz; we get that:

0= Z dzr N gVrg (dz;) + dz A gVirg (d2;)

=Sz ng (T - 50700 o) + s A (VE - 0700 ) 07 ds) (338)

Note that since dz; is a (10)-form, we have that g~(dz;) is a (01)-form and hence gV zg~1(dz;)
again a (10)-form. Let us now consider the (11)-component of the above equation. This gives
us that:

0="> 2dz AgVsg '(dz;) — dz A0, 97 (d2))) — dZp AR (Dr, g7 (d2g).

We conclude that (VI (g71(dz;)) = g7 h(dy, g7 (dz;)). Moreover, we compute that:
(VE(I-)(2) = (Ve (1) (2) + g7 (0, I1-2) — -9~ h(D:, Z) = [97 h(D;), 1-]Z.
Hence the above shows that (3.37) is equal to:

= g(g"h(Dr, g~ (dzk)), I_g~ " (d2;)) + g(g " (dzr), g~ " h(Dy, I_g~ " (dz))))
= h(gﬁg_l(dzk)v I—g_l(dzj)) + h(gmIig_l(dzj)7g_1(dzk)) = 0.

36



Hence the bivector is holomorphic. So we are left to prove that it is in fact Poisson. For this,
we once again write o a bit differently, using that w_ = gI_, we get that:

op =—i Y dz(w ' (dz;)) 05 A Oy (3.39)
7.k

So up to a factor, it is just w”! on the holomorphic forms. Hence we get that we can write

(up to a factor) w=' +wi' = h+ o4 + 7 for some (11)—bivector h. Here we use that w is
a (11)-form itself.

Using (3.31) and corollary 3.4.12 we have that w™! + w;l is a Poisson bivector so that:
0= [h+0+ +ﬁ,h+0’+ +ﬁ]

Now, using that o is holomorphic and that I is integrable, we get that the only (30)-part
of this expression is given by [0, 0] so that o is Poisson itself.
O

The next lemma shows that although types can change of generalized complex structures,
there exists a relation between them. This will be in particular useful when one of the GCS
is complex, that is, of type m. The other one is then B—symplectic.

Lemma 3.8.7. If (J1,J2) is a generalized Kdhler pair on a vectorspace V' of dimension 2n,
then type(J1) + type(J2) < n

Proof. We compute that:
type(J1) + type(J2) = 4n — (dimemy,. (L1) + dimemy,. (Lo)) (3.40)
and hence it is enough to prove that dimcmy, (L1) 4+ dimemy, (L2) > 3n. Note however that:
dimemy, (L) + dimemy, (L2) = dime(my. L1 + my L2) + dime(my. L1 N 7wy Lo) (3.41)

In the previous part, we have seen that Ve @V = Lf ®Ly @f@f and CL ®C = L{E EBE.
Moreover, by definition we have that L; + Ly = Lf ® L] © L] and hence contains C_. Hence

Ve D mye L1 + myels = my, (L1 + Lo) D TV (C-)=V¢ (3.42)

This showes that dimc(my,. L1 + 7y, L2) = 2n and that we are left to prove that dimg(my,. L1 N
mv.L2) > n. Since my,. (L1 N La) C my,. L1 N7y Ly we will show that my,. (L1 N La) has at least
complex dimension n, which finishes the proof. Remember that C;. @ C = Lf &) Lf and hence
we have that:

2n = dimc(Ve) = dimemy. (Ch @ C) < dimemy. L + dimemy, L] = 2dimemy. LT (3.43)

By definition L{ = L; N Ly so the lemma follows. O
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3.8.1 Deformations

Now that we have introduced generalized Kéahler structures and some useful properties on
them, we are going to discuss deformations of generalized Kéahler structures. They will be
necessary when we are going to consider the blow-up of a generalized Ké&hler manifold in
section 4.6.

Since the generalized Kahler structure can be described by the bihermitian data, together
with 2—form b, we can deform the bihermitian structure in order to get a new generalized
Kahler structure. In the following deformation we describe, we will be summing the
holomorphic Poisson structures in some manner. But first we need the following, which we
use in section 4.6 on the Kahler blow-up:

Theorem 3.8.8. Given a holomorphic Poisson structure (1y, og) with real part Q and a closed
non-degenerate 2—form F such that:

Fly+ I;F + FQF =0, (3.44)

then if we define:
I = I+ QF; (3.45)
9=~ F(ly + 1): b= g F (I~ Io), (3.46)

we find that Iy is an almost complex structure, g is symmetric, b is a 2-form and they satisfy

dSwO = —dfwl = db.
for wj :=gl; for j =0,1.
Proof. First of all, we compute that:
I} = (In+ QF)? = I? + QFQF + I,QF + QFI, (3.47)
=-1-QFlo+ [jF) + I)QF + QFIo = -1 + (1)Q — QL) I = —1, (3.48)

where we use that @) = re(og) at the final equality, see proposition 2.6 of [2I]. Hence I; is an
almost complex structure. Note that we can express g and b simpler as:
1 1

9=5UoF — Fl); b=—5(GF + Fl). (3.49)

Hence the symmetry of ¢ and anti-symmetry of b are obvious. Next we check whether Iy and
I, preserve g:

2L gly = IN(ILF — Flo)lp = —FIy + I, F = 2g,
2Iigh = (I + QF)"g(lo + QF) =29 + (QF)"g(QF) + (QF)"glo + I3 g(QF)
The following computation shows that (QF)*F = FQF:

(QF)'F(X,Y) =F(X,QFY) = —F(QFY,X) = -FQF(Y,X) = (IgF + Flo)(Y, X)
=F(Y,[oX) + F(IoY,X) = =(IgF + FI))(X,Y) = FQF(X,Y)
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and hence that (QF)* = FQ : T*M — T*M. Using this, we get that (...) is equal to:
29 + (QF)' FI,QF + (QF)*I; FQF + (QF)* I:FIy — (QF)*F — FQF + I} FI,QF

=29+ FQFI,QF + (QF)*I;(FQF + FIy) — 2FQF — (FQF + FIy)I\QF
=29+ (QF)*F — FQF = 2g

Now note that wg := gl = %(F + [ F1y). We will show that db = —djwo by first considering

X, Y, Z e Too’lM and then X,Y"Z € Too’lM. The two other cases are then analogous and the

result will follow by anti-symmetry and linearity. We compute that:

2dwo (10X, I0Y, 10 Z) = d(I5FIp) (10X, )Y, 10 Z) = (IpX) - F(Y,Z) — (I)Y) - F(X,Z)+ (IoZ) - F(X,Y)
+ F(IQ[I()X, I()Y], Z) — F(I()[I()X, I()Z], Y) + F(Io[f()Y, I()Z], X)

which is in the first case just idF'(X,Y, Z) = 0. In the second case, it is equal to:

i(dF(X,Y,Z) - F([X,2),Y) + F([Y, Z), X) — 2Z - F(X,Y)) — F(Io|X, Z],Y) + F(I[Y, Z], X)
= —2iZ F(X,Y)—iF([X,2],Y) +iF([Y, 2], X) — F(I[X, Z],Y) + F(I,[Y, Z], X)

At the same time, we see that:

2db(X,Y,Z) = X - (F(Y,10Z) + F(I,Y, Z)) — Y - (F(X,1oZ) + F(IoX, Z)) + Z - (F(X, I,Y) + F(IoX,Y))
— F(Ih[X,Y],Z) - F([X,Y],I0Z) + F(I| X, Z],Y)
+ F([X7 Z]7IOY) - F(IO[Ya ZLX) - F([Y; Z]7[0X)

which also reduces to idF(X,Y, Z) = 0 in the first case and in the second case to:

%7 - F(X,Y) + F(Io[X, Z),Y) +iF(]X, Z],Y) — F([L[Y, Z], X) —iF(]Y, Z], X)
= —dwo(IoX, Y, Iy Z)

Finally we prove that diw = —db. Since 2g = IjF — Fly = IJF — F1I;, the compuatations
above also show that:

1
—5d(I{F + FI)(X,Y. 2)

= —d(b+ FQF)(X,Y,Z) = d(b+ I} F + FI))(X,Y, Z) = —db(X,Y, Z).

dwl(llX, 11Y, IIZ) =

We conclude that djwy = —dfw; = db. ]

If in the above theorem the constructed g is also positive definite and I is integrable, then
we get a bihermitian structure (g, Iy, I1, b) satisfying the conditions of theorem 3.8.3. Hence
we get a generalized Kéhler pair (J1, J2). For Ja, we compute that wal + wfl = —2Fland

hence that:
10 In—1, —2F7! 1 0
b 1 g([o + Il) FQ —-b 1

In—1; —2F1 1 0y [0 —F7!
2F 0 - 1) \F 0o )’
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so that J» is symplectic with symplectic form F. Also, we compute that:
(o, 1] = Io(lo + QF) — (Io + QF)Ip = [bQF — QF Iy = 2Qyg,

so that og is equal to o4 as in proposition 3.8.6.

The following theorem, by Hitchin and Gualtieri, shows us how we can use the previous
theorem.

Theorem 3.8.9. Let (Iy,00) be a holomorphic Poisson structure with Q := re(og) and let f
be a real-valued function. If we let X := Q(df) and ¢ the flow of X, then F} defined as:

t
F, ::/ Vi (ddgf) ds (3.50)
0
satisfies the (3.44) with f = F,. Moreover, I := Iy + QF} is integrable.

Proof. Let Go := dd§f and Gy := 1} Gy. Since dd§ = i(9pdo — odp) we see that Gy is of type
(11) for Iy and hence if we let I} := dy_; o Iy o dipy we get that Gy is of type (11) for I;. One
checks that by the definition of G and the Liederivative that I, = Lx o I, = QG,. Then we
have that:

t
I~ 1= [ QG.ds= @R,
0
from which we conclude that I; = Ip + QF;. Since Fy = 0, we get that 0 = FI; + IjF; at

t = 0. Moreover,

— (FtIt + IgFt) = FI; + F;G; + I()th = Gl + FtQGt + Ith

ot
- GtQGt - (I;k - Ig)Ft - FtQGt - FtQGt = 0

Here we use that GiI; = —IG; since it is of type (11). Hence F; satisfies the conditions.
Moreover, by the construction of I;, we find that it is integrable as a direct result of the
integrability of Ij. O
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Chapter 4
Blowing up

The main focus of this thesis is extending the known technique of blowing up on complex and
symplectic manifolds to blowing up on generalized complex manifolds. To do this, we first
discuss the blowing-up procedure in other known categories.

4.1 Complex

Let us first start with the most easy complex manifold M = A C C™ open and connected
and the most easy submanifold N = {0}. We will do this to get some intuition in what is
happening. After this, we will generalize this intuition to general manifolds M, N.

Definition 4.1.1. We define the blow-up of A at 0 to be A C A x CP™ ! as:

A:={(z,])c AxCP" |z el}

Note that this space is exactly the complex analogue of the tautological line bundle L defined
in example 2.2.2. In fact, we see that A is an open subset of L and we have an obvious
projection map A — A which is an biholomorphism outside the exceptional divisor 7=1(0).

Generalizing this to manifolds, we have the following definition:
Definition 4.1.2. Let M be a complex manifold of dimension m and let x € M. We then
define the blow up of M at x to be:

M = M\ {z} Uy x (D), (4.1)

1

where (U, x) is a chart centerd at z and the gluing map is given by ¢ = x~* o, i.e. the

map ¢ : )ZZ(T) — U induces a equivalence relation ~ given by y € U \ {z} is equivalent to
(x(v), [x(y)]) € x(U) with [¢/] denoting the unique line through 3" and then:

M =M\ {2} Ux(0)/ ~.
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Although we have picked a chart, it turns out that the resulting manifold is independent of
the choice of chart:

Proposition 4.1.3. Letx € M and let (U, x), (U’,X") be two charts centered at x. Denote the
blow ups of M with respect to these charts as M and M’ respectively. Then M is biholomorphic
to M'. Moreover, the biholomorphism comes naturally, i.e. there are no choices involved.

Proof. Throughout, we will denote with [¢/] the unique line through 3’ # 0 and if [ is a line,
then (l1,...,1,) is any non-zero point in .

First note that it is obvious that we can restrict the open sets inside M and hence we can use
U NU’, which we will denote by U from now on. But this implies also that we can assume
the open sets to be connected. Moreover, since the charts are both centered at x we get an
isomorphism ¢ := x’ o x7! : x(U) — x/(U) which satisfies 1(0) = 0. Now we define the
following map:

P

¢:x(U) = X'(U);

(y,lm{ EK%’W)D iZig

Here [; := 3, ‘ﬁ; (0)l;. We only need to check whether this is a well-defined map in order to

conclude that M ~ M’ since ¢ is the identity under the gluing in U \ {z}. .
To check whether it is well-defined, we need to use some charts. Let Uy, := {(x,[) |lx # 0} C C»

— —

and let Vi, := UpNx(U). Then these Vi cover x(U) and we have coordinate maps xi : Vi — C”,

which are defined as:
l ln
Xk(z, 1) == i,...,zk,...,— )
I I

This gives us that y, o £ o i is given by:

zi ) 711Z)7“( ) ﬁ:((zg) if 2k 75 Oa w = (lek7 ceey Ry ooy ank);

l/

Al l’ .
7,...,0,...,7) lek:O

Using I'hoptial one sees that in the limit z; — 0 these expressions are exactly the same. We
conclude that M is independent of choice of neighbourhood of x. O

Now that we know how to blow up in a point, we would like to do the same for a compact
submanifold. Like above, we will first do the procedure for a submanifold of A ¢ C" and
then use a finite number of charts for the global case.

Definition 4.1.4. We define the blow-up of A along the submamfold Z={z€Alz1=..=
2, = 0} of complex codimension k to be Ay C A x CP*! a

Ay :={(z1) € Ax CP* | (21,..., %) €1}

Again, this is clearly a smooth complex manifold of dimension m and we are left to
extend this procedure to manifolds. Hence let N C M be a compact submanifold of
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complex codimension k and cover it by a finite number of charts (Uj, x;)i_; such that
NNU;={z€U|x}(z) =...= x¥(z) = 0}. Using this, we define:

Definition 4.1.5. Let M be a complex manifold of dimension m and let N C M be a complex
submanifold of codimension k£ of M. Then we define the blow up of M at N to be:

My := M\ N U, xi(Uy) , (4.2)
with Z; := x;(N N U;) for the charts (U;, x;) as above and the gluing maps given by ¢; =
1 —_

Xi tom;: Xi(Ui)Z,- — U; \ N for the m; the maps of the local blow up.

Let us check explicitly that this has the structure of a m—dimensional complex mani-
fold.

Theorem 4.1.6. The blow-up My of a m—dimensional complex manifold M in a compact
complex submanifold N of codimension k is a complexr manifold, which is biholomorphic to
M outside the exceptional divisor 1=1(N). Moreover, My is unique up to biholomorphism.

Proof. Throughout, we will denote with [y'] the unique line through ' # 0 and if [ is a line,
then (,...,1,) is any non-zero point in .

In order to show that My is a m—dimensional complex manifold we are going to give the
charts and check that the transition functions are indeed holomorphic. First of all, we use
charts of M, which do not meet N. For such a chart, we get a chart of My by using the
gluing.

Secondly, to cover the exceptional divisor, we use the following charts:

Xij : Vij = {0(2),0) [ 2 € Ui, [; # 0, (xi(2)1, -, xi(2)k) € I} = C™;

l1 Lich i Ui
(Xi(z)’ l) = <XZ(Z)17 77 (RX3} %7 Jl;v ceey fa Xl(z)k-‘rla ceey Xl(z)m
J J J J

Clearly, if a chart (U, x) does not meet N, then on U N ¢;(V;;) we have that for (a,b,c) €
C x CF1 x CcmF:

X 0 ¢; 0 Xi_jl(a, b,c) =xo Xi_l(bla, .bj_1a,a,bja,...,by_1a,c1, ..., Cm—k),

which is hence holomorphic. Secondly, if we fix ¢ and let j # n, then we have on V;; N Vj,:

b bj—1 bjt+1 bn—1 1 b br—1 e .
. abj,b—;,..., ij , 1, ij ) een ’;)j s By By by Cloees ek if j <my

ii O X, a Cc) =
Xi7 © Xin (0::) abi_q, -, .. be=t 1 b bi=2 1 b be=1 ¢ c ifj>n
i—1, bj—1° " bj—17bj_1°bj—1° " bj_1° 0 bj_17 " b1 1y s Cm—k J .

And finally, we consider the difficult part: the gluing of different local blow-ups. Like
in proposition 4.1.3 we let U = U; N U, and construct the map ¢, x;(U; N Un)ZmZn —

—~—

XH(U’L N Un)ZiﬂZn as follows:

(2D { Qo Baleh )2

-1
with ] = SOk M()@(z))b. Then fixing j one shows with exactly the same argument

r=1 dzy -
as before that x,; o X;jl is complex as well. So My is indeed a complex manifold. The above
argument also shows that it does not depend on the choice of charts . O
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4.2 Symplectic

This part is mainly based on the work of McDuff in [23]. Throughout, we let (M,w) be a
symplectic manifold of real dimension 2m and N C M a compact symplectic submanifold of
real codimension 2k, with k > 2. Although we can define blow-ups for k£ = 1, it turns out to
be isomorphic to the original manifold and hence not interesting. To define the blow-up of M
along N, we first define the manifold. The second step will then be to define the symplectic
form on the manifold. The result is the following theorem:

Theorem 4.2.1. Given a symplectic manifold (M,w) and a compact symplectic submanifold
(N,wn), for each neighbourhood of N the blow-up M of M along N carries a symplectic
structure which is the pullback of w outside the neighbourhood.

Our approach of proving this theorem will be a bit different than in the previous section: we
will immediately do everything globally and without charts. The reason why we can do this
is that we have the following theorem by Weinstein [30]:

Theorem 4.2.2 (4.1, [30]). Let N C M be a submanifold, wi,ws symplectic structures on a
neighbourhood of N such that w1 = ws on N. Then there exists a diffeomorphism of an open
neighbourhood of N such that f|n = idn and f*we = wy on this neighbourhood.

In order to define the blow-up as a manifold, we first need to introduce some notation.
Throughout, we let:
I - any fixed almost complex structure compatible with w;
E — N - normal bundle ;
i:Z — FE - the zero section of N;
Ey:=F\ Z;
W - a compact tubular neighborhood of N in M ;
V' - a compact neighborhood of Z in E diffeomorphic to W;
As I is compatible with w, it restricts to a fibrewise linear complex structure on E. Hence
using the constructions of section 2.3 we also have:
p: P(E) — N - the projectivization of F — N;
q: L(E) — P(FE) - the tautological line bundle;
Y L(E) = E-¢(rl):=rforrelC Ey
LV) =9~ Y(V);
L(E)o == L(E)\ ¢y (2);

All these spaces fit in the following commutative diagrams:

q,C
L(E) ¢ L(E) P(E)
gl ¥, Cl \ ln Ccpr-1
Ep < E T N
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and:

D

Then we get: )
Definition 4.2.3. The blow-up M of M along N 1is defined as:

M := (M \ N)Ug L(V), (4.3)

where the gluing map ¢ is defined by glueing points in L(V) \ L(Z) via ¢ and the diffeomor-
phism between V' and W to points in W\ N.

In order to prove theorem 4.2.1 we need a couple of lemma’s. In the first one, we construct a
symplectic form on P(FE) in lemma 4.2.4. The second one, lemma 4.2.6, will give us a closed
2—form on E and then in lemma 4.2.9 we find a symplectic form on L(V'). Finally, we will
use these lemma’s on page 49 to prove the theorem.

Let wpg be the Fubini-Study Kihler form on CP*~!, which pulls back to a 2—form on the
tautological line bundle L (Example 2.2.2). By the choice of normalization, we have that
lwrs] = —c1(L — CP*1) € H2(CPF~1, Z). Hence the pullbacks agree as well, resulting in a
cohomology class a|;, € H*(L).

Lemma 4.2.4. There are £ € Q%(P(E)) and €y > 0 such that [£] = —c1(L(E) — P(E)) €
H?(P(E)) and & restricts to wrs, the Fubini-study form, on the fibres of P(E) — N. More-
over, for all 0 < € < €y p*wn + €€ is symplectic.

Proof. For the proof, we are going to use Thurstons theorem, theorem 2.1.6., with the fibre
bundle P(E) — N. In order to use this theorem, we are left to show that a restricts to alr.
So pick x € N and consider the pullback diagram:

LN L(E)

q0

Q

Cp+-t % P(E)
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with ¢, is the fibre inclusion of P(E) — N and ¢, fibre inclusions of L(E) — N. Since it is
a pullback diagram we find that ¢} (a) = —c1(L) = a|r, exactly what we need. O

Remark 4.2.5. Note that the proof of theorem 2.1.6 actually shows that ¢*¢| (), is actually
exact.

We continue with the second lemma: a closed form p on E. Since N is a symplectic sub-
manifold, the normal bundle E is given by (7, N)“. Therefore, all the fibres of E carry a
symplectic form, which we will denote by o, for x € N and which are just the restriction of
Wy

Lemma 4.2.6. There exists a closed form p on E such that for all x € N it restricts on the
fibre E, to o, and on Z it restricts to wy. Moreover, TZ is p—orthogonal to the tangent
space of each fibre.

Proof. Let (U;, \i); be a cover on N, together with a partition of unity such that E trivializes
over every U;. Let x; be the coordinates on U; and Vj the coordinates of CFk in Ely, =U; x Ck
and we can pick a 1—form §; on E|y, such that §; = 0 on Z and n}df; = o, on the fibres,
with 7, is a linear symplectic inclusion of a fibre C"* < FE. Note that this involves a choice
and is not canonical. Now define:

pi=T'wy + Z d((\; o) B;). (4.4)

We only need to check the final part of the lemma: given an element (di),(X), (dn,)o(Y) €
T kE:
(2,0)

P(,0)((di) (X)), (dnr)o(Y)) = (wn)e(d(pi © 1) (X), d(m 0 mp)o(Y)) + 0 = (wn)2(X,0) =0
So T'Z is indeed p—orthogonal to the tangent spaces of the fibres. O

Remark 4.2.7. As p is just wy on Z, it is symplectic in a neighborhood of Z. We can
also consider the symplectic form w on W C M and hence on the diffeomorphic V C FE.
Since w also restricts to wy on Z, we can use Weinsteins theorem, theorem 4.2.2 and assume
that the (V,p) and (W,w), by shrinking them, are actually symplectomorphic and not only
diffeomorphic.

For the proof of the third step, which is in lemma 4.2.9 we need to have some estimations
which we will take care of first. To this end let, for any y € L(V)\ L(Z) = =1 (V'\ 2):

W, == {v € T,L(E)|¥*p(v,w) = 0Yw € T,L} = (T,L)¥"? C T,L(E) (4.5)

This definition gives the splitting 7, L(E) = W, ® T, L.

Lemma 4.2.8. Let g be a Riemannian metric on L(E). Then, for any metric g, the norm
on U, W, induced by ¢*g is equivalent to the norm induced by §. Ie., there exist constants
c1, ¢ such that for all x € L(V)\ L(Z) and all w € W,:

cilfwll < [[¢*(w)lly < eallwllg (4.6)

Proof. Define W, := (T, F)?, the orthogonal complement of the fibres of E — N with respect
to p, and let W := UzepWy be the corresponding smooth subbundle of TE. By the previous
lemma, we see that along Z this bundle is just T'Z and W3 = ¢*(W¢(m)) by construction for
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all z € L(V)\ L(Z). We will now prove that UjeL(V)\L(Z)Wj contains no non-zero vectors
which are tangent to the fibres of 7 : L(Z) — N. Afterwards, we will show that the lemma
follows from this.

Around (0,e1) € L we have the following coordinates:

(z1, w2, ..., wg) — ((21, 21W2, ..., 21WE), [1 2 wo & oot wg]).

So here ¢ : L — CF is given by (z1,ws,...,wg) = (21, 21w2, ..., z1wy). Hence by picking
suitable trivializations of L(F), we can assume that L(E) is covered by open sets U on which
1 looks like:

Y:UxL—UxCF,
(Y1y ooy Yy 21, W2y ey W) > (Y1 oevy Yy 21, 21W2, ..y Z1W). (4.7)

Since W = U, W, is a smooth subbundle and W, =T, Z for all z € Z, we know that we can
write for x close to Z:

Wy = v € TE|d(v) = =Y bij(y,Q)dy;(v) Vi =1,...k ¢, (4.8)
J

where (y, ¢) are coordinates of U x Ck, b;; suitable smooth functions which tend to zero when
¢ — 0. Hence W, = di)(Wy(,)) is defined by the equations:

dz1 + Z bii(v(x))dy; = 0;

wjdzy + z1dwj + Zbﬂ(lﬁ(m))dyl =0 71=2,..,k.

Now suppose that v € UxeL(v)\L(z)ng such that dy;(v) =0 for i = 1,...,k. Then dz;(v) =0
and z1(v) = 0 or dw;j(z) =0 for all j =1,...,k. Since v does not lie in the fibre over Z, we
get that z1(v) # 0 and hence we find that v = 0. But, since b;; — 0 as ( — 0, we get that
bij(¥(x)) = O(|z1]) as « — Z. We conclude that the functions dzi, dw;,dy; are uniformly
bounded. Hence the same conclusion holds for the closure.

Now that we have proven this, let us see that the lemma follows. Define f

Uzervnn(z){v € Wa [ [Jvllpe) = 1} = Rsg as
f(v) = [|dy(v)||E-

Note that since ker di is given by the tangent space of the fibres of 7 : L(Z) — N, the above
shows that f does not vanish on the chosen space. Now f is indeed a smooth function from
a compact space to R-g and hence has a minimum c¢; and a maximum co both bigger than
zero. Clearly, these constants are the constants of the lemma. O

Using this, we can find the following non-degenerate form:
Lemma 4.2.9. There exists an € > 0 such that for all 0 < € < €1 the form pe, defined as:

e =V p+eqE, (4.9)

is non-degenerate on L(V').
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Proof. Let € N and let ¢,, ¢, be the inclusion of a fibre of L(E) — N and P(E) — N.
Then we have the commutative diagram:

(Ck x CP*L, (wo, wrs))

(C*, wo) wO/(I/aPT*(wFS))q\O(CPk17WFS)
B ba
Lo W) . (P(E),€)
(0 D
(E.p) . (N, wy)

Note however that the forms are not always mapped to each other, but are included just to
recall. Then:

é;kc(ﬁE) = (o (Zgz)*p +e(qo éw)*g =Nz oY) p+e(pz0q)*E
=95 (wo) + €qp(wrs) (4.10)

Showing how p, reduces by the fibre inclusion. Note that ¢jwo(v, Jv), ¢fwrs(v, Jv) > 0 for
all v € TL, where J is the standard almost complex structure on J. Also, ¥*w(v, Jv) = 0
if and only if di)(v) = 0. But, we have seen that this happens exactly when v lies in the
tangent space of the fibres of L(Z) — N. Moreover, ¢*wp is non-degenerate on these fibres,
so we conclude that ¢ (j) is non-degenerate on T, L for all ¢ > 0.

Now let g be a metric on E, which is compatible with the symplectic form p; = ¥*p + ¢*¢
on the fibres. We will use the norms to estimate p. over L(V).
The non-degeneracy on the fibres shows that we can find a K such that for all €, all y € L(V)
and all t € T, L for z = 7(y):
ma: pe(t, t') > Kellt 4.11

e Att) > Keltluey (11)
Note that 1)*p restricts to p*wy on P(F). Hence here ew have the form of lemma 4.2.4.
Using that it is also non-degenerate along the fibres, we get that p. is non-degenerate over
Y~ 1(Z) as long as 0 < € < «.

We are left to show the non-degeneracy on L(V) \ ¥ ~'(Z). Note that we can write
T,L(E) = T,L & W, over L(V) \ L(Z) since 1*p is non-degenerate there. We already have
an estimation on T, L, now we will find one on the W, part.

Remember that V' is compact. Hence if we define Ky := max||,|,—1 p(v,v'), we can again
take a minumum over all v with length 1 to get K’ := min,e7, v,(jo||=1 Kv. Then for all v we
have:

max_p(v,v) = |lv]| - max p<||||) K > [l (4.12)
=1 v v

llv|[z=1 [1v']]

48



Hence for all z € L(V) \ L(Z) amd all w € W, we find that:

L , dp(w) >
) = e p(dbw), dow) = | x| i mE,o( Vi), T
> Kler - ldp )|z = K'ElwllLm), (4.13)

where the ¢; is from the previous lemma. But this means that for e small enough here exists
a c such that:

max_ pe(w,w') > ¢ |Jwl|Lm) (4.14)
[lw||L(E)=1

for all z € L(V)\ L(Z), 0 < € < e and all w € W,.
Now let C be such that:

g7, )| < Clloll e 10| L(E)- (4.15)

Finally, let €; := min (60, €9, 202) and let v = t+w € T, L® W, be arbitrary. We will consider

two cases. First one is that ||w||(g) < % Then, pick t' € T L such that [[t'||;g) =1
and p(t, ") is maximal and hence bigger than K. This gives that:

|Pe(t +w, )] = 1pe(t, ) + pe(w, t')| = eK||t]] — |eq"§(w, t')| = eK||t]|r(m) — C - ||[w]| ()

> Kel|t|]] — Kel|t]] = 0. (4.16)
In the second case we have that ||w|| > % Now pick w’ € W, such that l[w'||L(py = 1 and
pe is maximal and hence bigger than c||w||z(g). Then:

KHtHC

|Pe(t + w,w')| = [pe(t, w') + pe(w, w)| = cllwl|pm) — €lg"s(tw')] = — €C[t]]

> 2C||7s|| > 0. (4.17)

In both cases, we have found an element v’ such that p.(v,v") # 0. We conclude that p. is
also non-degenerate over L(V') \ L(Z).
With this we conclude lemma 4.2.9. O

Finally, we can prove the theorem.

Proof. (of theorem 4.2.1)

Using remark 4.2.5, let a be a 1—form on L(E)y = L(E) \ ¥~1(Z) such that ¢*¢ = da on
L(E)g. Moreover, let A be a bump-function on L(V) which equals 1 on 1~!(Z) and vanishes
outside the chosen neighbourhood of Z. Then we define on L(V):

:{ Pe on ¢ (Z);

R

Wp+ed(da) on L(V)\ v1(Z).
And on M we define the form:

W=

{ w on M\W; (4.18)

p on L(V)
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By remark 4.2.5 p is actually a smooth form on L(V') and by lemma 4.2.9 we see that if € is
small enough, then p. is non-degenerate. Moreover, by remark 4.2.7, we have that @ is smooth.
We conclude that @ is a symplectic form on M which equals w outside a neighbourhood of
the exceptional divisor. ]

Remark 4.2.10. Note that besides picking an € we have also chosen tubular neighbourhoods.
Hence the blow-up is certainly not canonical.

4.3 Kahler

Given a Kéhler manifold, the two previous sections show that we can blow up a Kahler
submanifold to get either a complex manifold or a symplectic manifold. A classical result by
Blanchard shows that we can do both at the same time when our ambient manifold M is
compact. Since there is no holomorphic tubular neighborhood theorem, we start with the
complex blow-up:

Definition 4.3.1. Let M be a compact Kéhler manifold and let N C M be a compact Kahler
submanifold of codimension k of M. Then we define the Kdhler blow up of M at N to be

MN =M \ N Us, XZ(UZ)ZZ (4.19)
with Z; = x;(N NU;) for charts (U;, x;) covering N for which Z; = {zexiU)|z1=...=
2, = 0} and the Kéahler form w is given by w|y, = 100 f;.

The rest of this section is the construction of a compatible symplectic form on M so that My
is indeed Kaéhler itself. For compact Kahler manifolds, we have that:

Lemma 4.3.2. Let u be an form of type (p+1,q9) + (p,q¢+ 1) on a compact Kdhler manifold
which is cohomologous to zero . Then there exists a form ug of type (p,q) such that dup = u.

Using this lemma, we get that:

Theorem 4.3.3 (5], theorem I1.6). Given a Kdhler manifold M and a compact Kdihler
submanifold N, the blow-up of M along N admits a Kdhler structure for which the blow-
down map is an isomorphism of Kdhler structures outside a neighbourhood of the exceptional
divisor.

Proof. We start with writing the Kéhler form w on x;(U;) as w; =},  ajrdz; A dzj; where
the aj satisfy ay; = aj; and aj; > 0 real. Hence we can form:

pim =108 | Y aj (0, 2k415 s Zm) (Xim)j (Xim )
Jk#m

on Vi, as in section 4.1.. Note that since a;, > 0 and aj;, = ay; the above is well-defined
and smooth. Then we can let Q;,, := i00ps, which glues to a form @; which is Kihler at E.
Hence for small enough € the form @; := 7 (w;) + €Q; is a Kéhler form. By picking a partition
of unity A\; subordinated to an open cover containing exactly the U; as open sets meeting N,

we can form:
W= E Ajom-w;
J
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where we denote with tildew; just 7*(w;) whenever U; N N = (). Note that the Q; are the
pull-backs of the forms:

Q’ == i00log Zaj,kzjﬁ
J.k

and hence on overlaps U; N Uj, we find that Q; — @; is a well-defined form which vanishes
at N. Since d) ; \j omQ; = > . d(Aj o) A @}, and hence vanishes at N and outside a
neighborhood U;U; of N. This shows that we can apply the previous lemma, in order to find
a (11) form Qg such that dQy = dzj Ajom@;. Hence if we pick small enough €, we find that
T (w) +€(3_; Aj o7 - Qj — Qo) is not only closed, but also non-degenerate and of type (11).
This concludes the theorem. O

Note that, just as in the symplectic world, the blow-up is not canonical as there is still a
choice of e.

4.4 Poisson

Whether a (holomorphic) Poisson manifold can be blown up to another is fully answered
by Polishchuk in [26] and the proves can be found in paragraph 8. He uses an algebraic
viewpoint, which does give results for the smooth and holomorphic case. In order to state
the theorem, we need some language. If N is a complex submanifold of the Poisson manifold
(M, o), then on a chart U, N is the zero set of some ideal Iy C C*°(U,C).

Definition 4.4.1. An ideal I ¢ C*°(M,C) is called Poisson if {f,g} € I for all f € I and
all g. A Poisson ideal is called degenerate if Vf, g, h € I:

{f.9¥h+{g.n}f +{h.frge I’
for {,} the Poisson bracket.

Using this language, we get that:

Theorem 4.4.2 ([26]). Let M be a holomorphic Poisson manifold and N a holomorphic
Poisson submanifold such that Iy is degenerate for all open sets U. Then there exists a
unique Poisson structure on M the complex blow-up of M along N such that w : X = X is
holomorphic Poisson.

An inverse theorem is true for the smooth case:

Theorem 4.4.3 ([26]). Suppose that N is a smooth submanifold of the Poisson manifold M
and that M — M is a Poisson map. Then N is Poisson itself and Iy is degenerate for all
open sets U.

One sees easily that this theorem extends to the holomorphic case:

Theorem 4.4.4 ([26]). Suppose that N is a complex submanifold of the holomorphic Poisson
manifold M and that M — M is a holomorphic Poisson map. Then N is holomorphic
Poisson itself and Iy is degenerate for all open sets U.
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Proof. First consider the smooth Poisson manifolds (X, ére) — (X, 0re). Then by the the-
orem of polishchuck (NN, ore) is Poisson. Since N is a complex manifold, 0 = ore — iorel*
restricts to N, which is therefore holomorphic Poisson. O

The most important example for us will be N = {z} € X a point for which o(z) = 0.
Clearly, this is a holomorphic Poisson submanifold with genereating ideal I = (z1, ..., z,) in
a chart. Hence if o has no linear terms, then we can already blow it up. There are however
also examples which have linear terms and are still possible to blow up. An example is
o= Z?:_ll 2;0; \ Op, since {z;, zj } 2z + c.p. vanishes completely for this bivector.

Polishchuck actually shows something strongers in his paper. In fact if we are in the case
of the above two holomorphic theorems, then either the holomorphis Poisson structure is
abelian, i.e., it has no linear terms, or there exist coordinates z; such that o = Z;l::f zjdz; N
dz, + higher order terms.

4.5 Generalized complex

In this section, we will blow up a generalized complex manifold (M, J) in a complex point
x € M. Let us start with stating what was already known:

Theorem 4.5.1 ([§], Theorem 3.3). For any non-degenerate complex point x € M for M
4-dimensional generalized complex, the blow-up M is again generalized complex and isomor-
phic to M outside the exceptional divisor m—1(x). Moreover, M is unique up to canonical
isomorphism.

In this theorem, only non-degenerate points are considered. Although we have not yet
discussed what this degeneracy condition is, we will see that we get the same result without
this condition in corollary 4.5.4.

From Bailey’s local normal form theorem, theorem 3.6.5, we may assume that in a neigh-
bourhood U of z we have complex coordinates z1, z9, ..., z;, centered at x and J = J, for o
a holomorphic Poisson structure which vanishes at x, for J, see (3.16). Since o vanishes at
x, N := {z} is a holomorphic Poisson submanifold and we can use the Poisson blow-up if we
have on U that {z;, 2}z, + {25, 2k} 2 + {2k, i} 25 is a polynomial with term of lowest degree
at least of degree three.

Definition 4.5.2. The blow up M of (M,J) at a complex point = is defined as:

M =M\ {z} U, U, (4.20)
with U a complex neighbourhood of z in which J is induced by the holomorphic Poisson o,
U the complex blow up of U at x and 7 : U — U the projection of the complex blow-up.

We have seen in section 4.4 that blowing-up Poisson structures is uniquely defined. Hence the
uniqueness of the above blow-up completely depends on the uniqueness of the holomorphic
Poisson structure at x of theorem 3.6.5. It turns out, as Bailey and Gualtieri discuss in
the paper [3], that the choice of holomorphic Poisson structure is unique up to holomorphic
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equivalence of the germs of the holomorphic Poisson structures.

Note that, since the map 7 : U — U is holomorphic Poisson and also a complex isomorphism
outside the exceptional divisor, we see that the gluing does no disturb the generalized
complex structure. The definition leads immediately to the following theorem:

Theorem 4.5.3. The blow-up M is a generalized complex manifold, which is isomorphic to
(M, J) outside the exceptional divisor m~1(z) whenever {2, zj}zk + {2;, 2k }2i + {2k, 2} 25 is
a polynomial with term of lowest degree at least of degree three.

Proof. We define J tobe J on M \ {z} and J5 on U , where & is the unique holomorphic
Poisson structure on U such that m : U — U is Poisson. Since on 7 is a isomorphism on
U\ n Yx) = U\ {z} we see that it is just the pull-back of o there. Hence U \ 7~ !(z)
and U \ {z} are therefore isomorphic as holomorphic Poisson structures, so isomorphic as
generalized complex structures. This implies not only that we can extend J5 to J by using
J, but also the isomorphism statement of the theorem.

We are left to show that the blow-up does not depend on our choices. We do this by showing
that if we have an orthogonal transformation (¢, B) of (U, J), it then lifts to one of (U, J).
Since x is a complex point, we see that dx¢ : T, M — T,M is a complex linear map.
Hence we can extend ¢ to a differomorphism qg on U by using d,é on the exceptional divisor
7 (z) ~ CP" ! ~ P(T,,M). Hence if we let (¢, B := 7*B), which is closed since B is, we get
an orthogonal transformation which commutes with 7. Moreover, since U \ {z} is dense, we
find that (¢, B) is an automorphism. O

This theorem shows that it is imporant to know when the associated holomorphic Poisson
structure of (M, J) is of the form that is possible to blow up. In dimension 4, we immediately
see that {z;,2;} 2 + c.p. = 0 € J3 since there are only two different z/s. Hence we get the
following corrollary:

Corollary 4.5.4. Any j-dimensional generalized complex manifold can be blown up in com-
plex points.

Of course, using example 3.5.3, we could have shown this directly as well. Also, any
generalized complex manifold which is locally induced by an Abelian Poisson structure will
be possible to blow up. Hence the interesting question is when the Poisson structure has
linear terms and the manifold is of dimension 6 or higher. In dimension six there are already
cases which do not apply to the previous theorem as is seen in the following example:

Example 4.5.5. A direct consequence of the previous section shows us that we cannot
blow up all generalized complex structures. Any generalized complex structure induced by a
holomorphic Poisson structure which cannot be blown up, cannot be blown up. For example:
let M = C? and J = J,, for 0 = 210 A\03. Then o is obviously holomorphic and one computes
that:

[0, J] = [2’182, 2’182](93 A O3 — 2[z162,83]2182 A O3 + [83, 83]2’%82 A Oo
=0.
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This shows that ¢ is indeed holomorphic Poisson. Moreover, we compute that:
{21,290} 23 + c.p. = 23 ¢ J3.

Therefore, the theorem does not apply.

4.6 Generalized Kahler

Unlike the case of generalized complex blow-ups, the generalized Kéhler blow-up uses an
approach more following the complex blow-up than using the local normal form theorem of
Bailey, theorem 3.6.5.

Like in the case of generalized complex manifolds there is already a result of blowing-up
generalized Kéhler 4-manifolds by Cavalcanti and Gualtieri in [9]:

Theorem 4.6.1 ([9], Theorem 5.8). For any non-degenerate complex point x € M for M
J-dimensional generalized Kéihler, the blow-up M is again generalized Kdhler.

Here the non-degeneracy condition is the same, not specified condition as in the previous
section. We will define the blow-up of a generalized Kéhler manifold as the blow-up of one of
the holomorphic poisson structures that is around, as we have seen in section 3.8:
Definition 4.6.2. Let (M, J1,J2) be a generalized Kéhler manifold and let (g,b, I1+) be the
corresponding bihermitian data with holomorphic Poisson structures o4. Suppose further-
more that € M is a complex point of J; such that (I, 04 ) can be blown up in . Then we
define the blow-up M of M in z € M as the blow-up of (M, I, 0,).

The result we will get on constructing the generalized Kahler structure on the blow-up is the
following theorem. After this theorem, we will examine the strong conditions of this theorem,
which will lead to some more partial results.

Theorem 4.6.3. Let (M, J1,J2) be a generalized Kdhler manifold and let (g,b,1+) be the
corresponding equivalent data of theorem 3.8.3 with holomorphic Poisson structures oy of
proposition 3.8.6. Suppose that x € M is a complex point of J1 in which we can blow up
(M, I;,04) such that (I_,0_) can be lifted to the blow-up as well. Then, there exists a
generalized Kahler structure on M which restricts to (J1, J2) outside a neighbourhood of the
exceptional divisor.

The assumption that both holomorphic Poisson structures can be blown up implies that

o1 = o + %t where 0% is of higher order by section 4.4 and ¢{ is given by:

m—1

ol =) ufdF O} (4.21)
j=1

for I+ holomorphic coordinate {u;t} The blow up M then has two complex structures I

and we can define § := 7*g and b := 7*b. The quadruple (I+, 3, 5) however do not have to
be bihermitian, since we do not yet know whether g is not positive definite along 7~!(z). So
the most important part of the proof of the theorem is on how to remedy this.

The proof of the theorem is based on flowing via a vector field. To explain this, we need the
following: since x is a complex point of J;, lemma 3.8.7 implies that there exists a B such
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that J> is B—symplectic on a chart U centered at x, which we use to define the blow-up, i.e.
it is a complex chart for I as well. Remember that on U we have that I_ = I; 4+ Qw for w
the symplectic form of J» and since 7~ (U \ {z}) lies dense in U we conclude that we also
have that I = I, + Q& where we let

Q :=re(oy)

. Since E := 7~ (z) ~ CP"!, it has a Kahler form, the Fubini-Study form wp. We are
going to use Theorem 3.8.9 with (I, 0¢) := (I_,5—) to get new complex structures I°.

Let Vi, = {l |l # 0} be the standard open covering of U as in section 4.1 with coordinate map
Xk which is defined as xi(u—,1); = ll—; if i # k and xg(u_,l)r, = (u_)p. CP™ ! has Kihler
form wgrg with Kéhler potential p which is on V,,, and V} given by:

pm =1og [ 14+ Y [(xm);l* | 5 (4.22)
j#m
_ 1+ Zj;ék |(xx) ;1
= log ( P > (429

which is smooth on U \{(2,0)]2; =0,5 =1,..,m— 1}. Although p, is not smooth, we do
have the following:
Lemma 4.6.4. Q(dp) is smooth.

Proof. We compute that

Zj;ém(Xm)jd(Xm)j + (Xm)jd(Xm);
L2 ot | Ocm) i 2

dp =

Hence for 0% we get that:

2 jm | O

- o
L2 [ (6m) 512

5'(1(61[)) = Z(Xm)ja(xm)j A O (dp)
J#FEm

Similarly, for the rest part of o_, we have that:

~res pmam + Ez mpia m)i
" t(dp) _ # (X2)
T+ 5 | O

with p; polynomial in z,, and the (x,,);. Both expressions are clearly smooth and hence so
are the real parts of it. We conclude the lemma. ]

Using this lemma, we can prove the theorem.

Proof. (of Theorem 4.6.3)

Let A be a bump-function on U, which vanishes in a neighbourhood U;j of x and is 1 outside
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a bigger neighbourhood Uy of z and let U; := 771(U;) from now on. Then we define p, as
follows:

i#m

and let:
fe = E(p - PA)-

Since py is smooth, by virtue of A, X, := Q(df.) is a smooth Poisson vectorfield and
i00f. = ewpg on U1 and zero outside UQ Finally, let 0 be small enough such that there exist
open sets Uy C Uz C U3 C U4 C U for which the flow iy = ¢y of X, is well defined on U4 for
all t € (—0,0) and ¢ (Us) C Us. Then 1} (188 fe) is smooth and has compact support in Us.
Finally, we can apply Theorem 3.8.9 to get (I_, 1", i, b, .) = (I, I, b}).

In the plrevious~ part we have constructed the (degenerate) bihermitian data (I, 1_,§,b)
and ( I, ;,b,). We will now compose these to get a degenerate bihermitian quadruple
(I+, It g, bt) and show that in fact g; is positive for small enough t. We have now:

I =1 +Qu, I' =1_+QF;
I' =1, + Q(F; + ©);

1
g =50+ 1), g = —5 R +1');
-1 - - - -
b= o~ —I1), by = SF(IL — 1)

which satisfy:
(B 4+ )y + DB+ ©) + (F + 0)Q(F + @)
So we finally we can define (I, It §;, b;) with:
~ 1 ~N\N(T 7t ~ |~/ 1L~ A~
gt = —§(Ft +o)4+ +I0) =G+ G — *(WQFt — FQw);
b= 5B+ &)(0L 1)

and we are left to show that if we choose epsilon and ¢ small enough, that g; is positive. We
start by fixing €. Let w; := wQF; — F;Qw, which goes as @ on E and note that g and w
vanish along E. Moreover since Fy = 0 and I° = I_ we get that:

1 1. FR_+1") . F—F-
lim-g, = —-lim ———— = —lim I_
t—0 ¢ 2 t—=0 t t—0 t

- _(ddc,fe)(i—)

which is just ewpg on Ul and zero outside Ug. Hence this is positive for some small ¢t and
small neighbourhood Uy C Uy of E. Since g = g outside Us, we are left to show that it is
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positive on Us \ Uo. Obviously, the positivity on Uy now holds for all € < €y and since g is
positive on U \ Uy and independent of €, we can pick a small enough € < ¢y such that §; is
indeed everywhere positive for small enough ¢.

Then theorem 4.6.3 is concluded by considering the generalized Kahler structure associated
to the (I, I', §;,b;) of theorem 3.8.3. O

Remark 4.6.5. In the above construction, we start with blowing-up one of the holomorphic
Poisson structures that is around. At first glance this sounds unnatural since this data is not
equivalent to the generalized Kéahler data. However, one knows by proposition 3.8.6 that if
M is again generlized Kahler that it also admit two holomorphic Poisson structures. Hence it
is not that strange that we assume that we can blow-up the holomorphic Poisson structures
ot.

In this theorem, the condition that both holomorphic Poisson structures can be blown-up
simultaneously does not always hold. We have however three partial results on this topic, of
which one was proven by Cavalcanti and Gualtieri in [9].

The first partial result is when we have Morita equivalent Poisson structures.

Proposition 4.6.6. Suppose that (M, J1,J2) is a generalized Kdihler manifold and © € M
is a complex point for Jy for which (I1,04) can be blown up. Suppose furthermore that the
holomorphic Poisson structures o1 are Morita equivalent. Then (I—,o_) can be lifted to M
which is therefore generalized Kdhler.

Proof. Theorem 2.5.8 shows that the holomorphic Poisson structures are locally anti-
isomorphic, so that we can use this isomorphism to lift (I_,o0_). ]

Although being Morita equivalent is quite a strong assumption, it is not completely un-
grounded. In [I6] Gualtieri shows that as long as J» is B—symplectic around z, the two
holomorphic Poisson structures are already weakly Morita equivalent. Note that lemma
3.8.7, together with the assumption that z is a complex point for J7 implies that J5 is indeed
B—symplectic.

The second partial result is by Cavalcanti and Gualtieri in [9]:
Proposition 4.6.7. Suppose that oL = uliauli /\augt for complex coordinates (uli, ugi) Then

(I_,0_) can be lifted to M which is therefore generalized Kdhler.

Proof. Gualtieri shows in [16] that if ¢; generates J; , then YT A1pg generates e+ (duf A ... A
du,t) and ¥I A1)y generates e?=(duj A ... A du, ). Using this in this four dimensional case
and that 1y = expBT™ for a symplectic form w, we get that if §:= B + iw, then:

gexp(—2iw)(uf + duf Adug) = uy + duy A duy

For a nowhere vanishing function g. Hence u] = gu] and du] A duj — 2igujw = duy Aduy .
Using our found u; , we get that if we consider the duir A du;r and alu;r A du2+ respectively,
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then we get that around zero:

_ uf (91 90Fuz — 2igwy)
0 Uy = :
12 g+ uf@f‘g

=+ _ .
;r (32 951+U2 - 219%2)

g+ufdfyg

Oy uy =

Hence they satisfy a theorem by Malgrange in [22], which proves that we can lift complex
structure. Finally, since any Poisson structure in dimension 4 can be lifted, we conclude the
theorem. O

Remark 4.6.8. In [9] the assumed non-degeneracy condition implies the linear form of the
two Poisson structures assumed in the above proposition. But as this non-degeneracy con-
dition is not easily generalized to higher dimensions and the linear form is, it is decided to
formulate the propositions with the linearity condition.

Finally we see that we can repeat this argument for higher dimensions as long that we have
that o4 can be Written in a nice linear form, which is the same as the above for n = 2, namely
as 0 = Ej 1 uiﬁi A 0=, This assumption is non-trivial, since even if we know that the
holomorphic P01sson structures are non-abelian and possible to blow up , then by Polishchuk
we only know that the linear part is of this form. And since the isotropy lie algebra at z is
clearly not semisimple linearizing is not possible. Remembering that this nice linear form is
one of the local forms for holomorphic Poisson structures that we can blow up, we get the
third partial result:

Proposition 4.6.9. Suppose that o1 are both linear holomorphic Poisson structures which

we can blow up at x, i.e. there exist coordinates ujc centered at x such that o = 0. Then

(I_,0_) can be lifted to M which is therefore generalized Kdihler.

Proof. We repeat the proof of the proposition above, adjusted for higher dimensions. We
have that:

gexp(—in)e"g (duf A ... Adut) = e (du] A ... \dug,).

Once again we will use the Malgrange equations. Let J = {1,...,mm — 1}, then above equation
simplifies to

m—1
gdqu — 2ig(—1)™w A Z ]u+duJ\j + g(—=1)m™*t (— )JquduJ\]

j=1
m—1

= duj,, + (=)™ Y (=1 duj,; (4.24)
j=1

By letting duj_ =>n, Gljuj_duz' + gzuj_dﬁ; and considering the duj\j part, we get the

following equations:
+_ - +,—
guj = Z sgn(a)ua(j) H@k Ug (k) (4.25)

oesSm—1 k#j
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Now, we claim that u; = = guj is a solution of this PDE. Note that 9, ( ™ guj) =

2—m
ﬁgmzj(‘),jg + 0, m+/g and that the right hand side of (4.25) is just a determinant. We
will prove the claim for j = 1, since the expression is symmetric in all indices lower than m.
For simplicity, let f := m=l/g. We get that we have to prove that:

1 guf + fIQLQ o 1 2fu7tl_+1 +
—m m —m
gui = det metl A0 T f A
m71_1 f27m“ir8;§—19 7m_1 f27m“;a;§_19 o f 7m1_1 f27mu:2—18;§—19

(4.26)

Dividing each row by f gives a f™ ! = ¢ in front and hence the lemma in the appendix
proves the claim.

So, we have found that all the Uy with 7 < m satisfy the Malgrange equations and we are
left to compute the u,, equations. For this we consider the dﬂ; A duj component of (4.24).
This gives us the equation:

m—1 m—1
. =+ _
2ig g w,g’ju;r = g sgn(o)0y, Uy H a;rua(j)
]:1 O-GS'mfl,Tc ]:1

where we denote with $™1* the permutation group of {k, 1,...,m — 1} which includes S™1

naturally. Hence, if we use our explicit description of the u; we get that:

ZngwM u; —8ku Z Hsgn : U(j)+ Z sgn(o)u_ 8ka8+ Us ()

oesSm—1 j=1 oeSm—1E\ gm—1
Note that »°,cgm-1 [[12; sgn(a)afu;(j) is again a determinant:
1 1,+ ot
m 1 m— 1g a -1 gumflal g
Z H sgn(a)@fu;(j) = gdet : :
oesmii=l 1—1 éufa:ﬁ—lg L+ 1—1 é“jn—lajﬁ—lg
m—1
1 1
=g |1+ 7*11*8*9
oam- 1lg 77

This shows that around zero, we have that:

- _ 2ZgZ] 1 wk] 7 _Zaesmflﬁ\smfl Sgl’l( ) 8kfl_[m 18+ _(])

kUm =

(4.27)

But this exactly shows that u,! also satisfies the Malgrange equations and hence we can lift
I_. Now finally, since the ¢ are in such a nice form, it is obvious that we can blow them up.
This proves proposition 4.6.9. O



So, there are some partial results on blowing up a generalized Kéhler manifold, but the main
difficulty remains in lifting the second holomorphic Poisson structure. It remains interesting
to know when two holomorphic Poisson structures are Morita equivalent and whether one can
conclude such a thing easily by considering the generalized complex structures. Also, since
linearizing is not possible in general, one might want to examine this some more in particular
examples.
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Appendix A

Determinant lemma

The following lemma is completely proven with simple linear algebra and is used in paragraph

4.6.
Lemma A.0.10. Let a € C, m € Nsg, g € C°°(C™ 1, C) be non-vanishing where C™* has

coordinates z1, ..., zm—1 and let A be the following matrix:
Z1 zZ9 Z3 N Zm—2 Zm—1
g7102g 1+ 220009 Gz3bhg ... 57m—2029 57m—1029
571039 572039 1+ £2z3039 §7m—203g §2#m—1039
A(n) == . . )
%Zlam72g 3228771729 %Z3am729 1+ %Zm72am729 gszlamf2g
gzlam—lg %25287”—19 %Z3am—1g s gzm—2am—1g 1+ gzm—lam—lg

Then: det(A) = z;.

Proof. We will proof this by induction. In case that m = 2, A = (z1) so it is trivially true for
all a and all g. Now let us assume that it holds for k£ > 2 and let m = k 4+ 1. Then we get
that:
det(A(m)) = 21 det(A;) + (—1)771 22109 - det(A;),

A g

j

3

I
2o

where the matrix A; is the matrix we get after deleting the first column and i'th row of A,
i.e., we use expansion in the first column. One notices that Ay = I,,,_o + ¢ - r, with:

3329
c:= : ; ri= (ZQ zm_l)

a
g m—19

m—1 g

Hence Silvester’s determinant theorem shows us that det(A;) =1+r-c=14377"" 220;9.
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So we are left to compute the A; for ¢ > 2. We see that:

Z22 Zi Zm—1
1+ %22029 32i029 g7m-1029
det(A;) =det [ §220j-19 52i0j-19 5#m—10j-19
57205119 52i0j+19 ¢Zm-10j119
§Z2amflg gzjamflg 1+ gszlamflg
Zj Z9 e Zj—1 Zj4+1 e Zm—1
. 92029 14 (22009 §2i-1029 g%i+1029 §Zm—1029
= (—1)7 det . .
§2i0m-19  $220m-19 5%i-19m-19  $%j+10m-19 1+ 22m—10m-19

= (1) A(m - 2),

where at the final equation we use the coordinates (z;, 22, ..., 2i—1, Zi+1, -+, 2m—1) and the func-

tion g which now does not depend on 21 any more. Hence det(A;) = (—1)72z; and we get
that:

m—2 m—1
a ; a
det(A) =2 | 1+ g Ezjﬁjg + E (—1)2]—1§z12j6jg =2
=2 =2
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