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Preface

“Time 1is the best teacher,
but unfortunately, it kills
all of its students.”

— Robin Williams

In mathematics there are many important spaces of distributions and functions.
In this thesis, written under the supervision of Dr. Marius Crainic at Utrecht
University as part of the Master’s programme Mathematical Sciences and in
partial fulfillment of the requirements for the degree of Master of Science, I will
discuss a framework to work with such spaces: the theory of functional spaces.

Inspired by the book Foundations of Global Non-Linear Analyis by Richard
Palais, the foundations for the theory of functional spaces as presented in this
thesis were laid in a set of lecture notes by Prof. Dr. Erik van den Ban and
Dr. Marius Crainic for a Master’s course in mathematics about analysis on
manifolds in the fall of 2009. My mission was to extend these foundations and
to fill in the details, which required both original research and a careful study
of the existing material. The result of this mission is an extensive and precise
introduction to functional spaces that goes beyond the original foundations and
hopefully is of added value. In addition to the lecture notes by Erik van den Ban
and Marius Crainic and the book by Richard Palais, the book Topological Vector
Spaces, Distributions and Kernels by Frangois Treves has been an important
source of information.

The main text of the thesis consists of three parts, corresponding to three
different ‘settings’. Roughly speaking, the first part is about scalar-valued func-
tions on open subsets of Euclidean space, the second part is about sections of
vector bundles and the third part is about sections of fiber bundles. Apart from
different settings, also the nature of the three parts is quite different. The first
part focuses on developing a formal theory of functional spaces: various new
concepts, including of course the concept of a functional space, are introduced
in an axiomatic way and their relation is investigated. In the second part, this
formal theory is generalized to the vector bundle setting and it is shown that
sufficiently well-behaved functional spaces on Euclidean space can be used as a
model for functional spaces on vector bundles. Finally, in the third part, a mod-
eling procedure that enables an extension from vector bundles to fiber bundles
is discussed.

The three parts of the main text are not equally accesible in terms of prereq-
uisites and required mathematical experience. The first part should be readable
for a wide spectrum of mathematics students and professionals. For the major-
ity of this part the most advanced requirement is some knowledge about locally
convex vector spaces and some, but not all, of this required knowledge is even
provided in an appendix. In this way, everyone with a background in mathe-
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matics should be able to get an idea of the topic. The second and third part,
however, are more technical and require some fluency in the language of dif-
ferential geometry. The appendix about differential geometry is certainly not
meant to learn this language; it only covers some concepts and results that are
not standard enough to assume to be known.

A valuable lesson that I have learned while writing this thesis is that, espe-
cially when the setting becomes more technical, it is sometimes hard to decide
how many details should be given. Writing down too many details might result
in proofs that are hard to follow and is very time-consuming, but giving too few
details might cause readers to get frustrated or put the validity of the state-
ments in doubt. Just writing down statements without sufficient explanations
and proofs is no mathematics, but neither is only writing down small trivial
steps. This thesis might be a bit on the ‘too many details’ side of the balance,
but I suppose that this reflects what I hope to be as a mathematician: precise
and rigorous.

Another valuable lesson that I have learned is that mathematics is never
finished. My ambition was to give a ‘complete’ introduction to functional spaces,
but for each question that I solved another question came up. As a consequence,
there are many questions about functional spaces that remain to be answered.
On the one hand, I would have liked to answer these remaining questions in this
thesis as well. But, on the other hand, there will always be remaining questions
and I think that we should be very happy about that.

Marcel de Reus
Capelle aan den IJssel, August 2011



Notation and conventions

In this text, we use the following notation and conventions:

The natural numbers include 0.

Ny := NU {00}, Zoo := Z U {—00,00} and we adopt the usual rules for
‘calculating with infinity’.

We use a slightly different typesetted ‘n’ for the dimension of the Euclidean
space or the manifold we are working with, namely n instead of n. We
do this because this dimensional ‘n’, which is assumed to be a natural
number greater than or to 1 throughout the text, is around all the time
and we want to be able to use the letter ‘n’ for other purposes as well.

To avoid endless quantifications, we use the ‘power of consistent notation’.
That is, for symbols that are typically used for real numbers, such as e,
0 and C, it is understood that, for example, ¢ > 0 also implicitly means
€ € R. Similarly, for symbols that are typically used for natural numbers,
such as k, £, m and n, it is understood that, for example, 0 < £ < k also
implicitly means ¢, k € N.

Unless the context suggests otherwise, the symbols «, § and v denote
multi-indices. The number of components of these multi-indices will be
clear from the context and we write things like Z\a| <k Without further
quantification.

Except for the fifth chapter, it does not matter whether we work with vec-
tor spaces and vector bundles over the real or complex numbers. There-
fore, we let K be either R or C and we stipulate that the word ‘scalar’
refers to elements of K.

All integrals over subsets of R" are Lebesgue integrals and we denote the
Lebesgue measure on R™ by A.

We usually do not distinguish in notation between a (linear) map and its
restriction (to some subspace); we constantly work with restrictions and
explicitly writing the usual ‘restriction bar’ all the time is therefore simply
too cumbersome.

Statements that contain multiple words inside parentheses should usually
be read as two statements: one with the words inside the parentheses and
one without them.

The collection of all compact subsets of a topological space X is conve-
niently denoted by Z.(X).
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Notation and conventions

A net in a topological space X is usually denoted by {z;}icr or {z;};cs
and it is understood that I and J are directed sets. If x is in addition an
element of X, then we write ‘z; — x in X’ or x = lim;_, . x; for ‘the net
{x;}ier converges to x in X .

The words ‘stronger’ and ‘weaker’ have their usual ‘mathematical’ mean-
ing. That is, ‘stronger’ means ‘strictly stronger or of equal strength’ and
‘weaker’ means ‘strictly weaker or of equal strength’.

For topological spaces X and Y, X C. Y means that X is a subset of Y’
with continuous inclusion map.

When we consider an equivalence relation on a set X, the equivalence class
of an element x € X is denoted by [z].

Locally convex vector spaces are not required to be Hausdorff.

By the dual Z™* of a locally convex vector space 2", we always mean the
strong dual.

If 2 and & are locally convex vector spaces, Z = % means, unless we
explicitly indicate otherwise, that 2" and % are equal as locally convex
vector spaces.

A linear topological isomorphism between two topological vector spaces
is a linear isomorphism that is simultaneously a homeomorphism. Sim-
ilarly, a linear topological embedding is a linear injective map between
topological vector spaces that is a homeomorphism onto its image.

The product of n copies of a locally convex vector space Z is usually
denoted by £, but sometimes we write 2 <" instead to avoid confusion
with the ‘powers of functional spaces’ that will be discussed.

Unless explicitly stated otherwise, when working with notions from differ-
ential geometry, we are working in the smooth setting. That is, manifold
means smooth manifold, vector bundle means smooth vector bundle, etc.
Moreover, all manifolds are assumed to be second-countable.

We only consider vector bundles of constant rank and we often denote
vector bundles and fiber bundles just by their total space.

Fiber bundle homomorphisms (including vector bundle homomorphisms)
between fiber bundles over the same manifold are assumed to be the iden-
tity on the base manifold (i.e., a fiber bundle homomorphism f: P — Q
between fiber bundles P and @ over the same base manifold sends P, into
Q.. for all points = of the base manifold).

Because we do not want to be bothered by uninteresting exceptions, we
always assume that the dimension of the total space of a fiber bundle is
strictly larger than the dimension of the base manifold (for vector bundles
this means that the rank of the vector bundle is greater than or equal
to 1). For the same reason, all manifolds (including open subsets of R™)
are implicitly assumed to be nonempty, unless there is a good reason to
include the trivial case.
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e With ‘differential operator’ we mean ‘linear partial differential operator’.

e When a partition of unity subordinate to an open cover {U;};cr of a
manifold M is again indexed by I, say {n;}icr, the word ‘subordinate’
means that supp(n;) C U; for every ¢ € I. However, if the partition is
indexed by another index set, say {n;};es, the word ‘subordinate’ means
that there exists an i; € I for every j € J such that supp(n;;) € U;;. In
both cases, it is taken to be part of the definition of a partition of unity
that the supports of the functions of the partition form a locally finite
family of subsets of M.
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Introduction

One of the most successful ‘export products’ of mathematics is probably the
partial differential equation. The importance of partial differential equations
in modern science is hard to overestimate. The study of these equations is
a vast research area that crosses the boundaries of mathematics into many
other scientific disciplines such as physics, chemistry, biology, economics and
engineering. Although in an implicit way, the introduction of functional spaces
is strongly motivated by the relevance of partial differential equations.

When attempting to solve a partial differential equation, one often hopes
to find a smooth solution. That is, one looks for a solution in the space of
smooth functions. However, to successfully achieve the goal of finding a smooth
solution, it is sometimes easier to focus first on finding any solution, without
insisting on smoothness. In this case, not the space of smooth functions but
a larger space is used as ‘solution space’. This larger space might be a space
of functions which are less well-behaved than smooth functions, but it might
also be a space of more general objects than functions, namely distributions. In
fact, there are many spaces of functions and distributions that can be used as
‘solution space’, the most famous ones probably being the Sobolev spaces, and
it depends on the context which is the most suitable one.

To study these ‘solution spaces’ of functions and distributions in an abstract
fashion, we introduce functional spaces. The idea is that the notion of a func-
tional space precisely captures the relevant properties that many familiar spaces
of functions and distributions have in common, allowing us to develop a general
framework that can be used to work with such spaces. Of course, this process
of recognizing the important common properties of various objects and then
abstracting this lies at the heart of mathematics; it is precisely this process
that results in ‘mathematical theories’ like group theory, ring theory, category
theory, etc. The succes of abstract theories, and hence of mathematics, has two
major reasons: results only have to be derived once instead of for each indi-
vidual example and, maybe more surprisingly but not less important, removing
the ‘burden’ of having all kinds of case specific details around allows us to ‘see
much clearer’.

Although functional spaces describe much more ‘specialized’ objects than for
example groups, rings or categories, we believe that these objects are general
enough to benefit from the two major advantages of abstraction and we hope to
deliver a useful addition to mathematics by giving such an abstract treatment.
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1

Distributions on R*

Before we can give a precise and detailed introduction to functional spaces,
we have to treat some distribution theory. The focus hereby lies on giving
the necessary definitions and results and establishing notation; we do not give
examples and the usual clarifying and motivational discussions are scarce and
short. Most sections even contain a subsection that lists, without futher ado,
some ‘relevant results’. Although we give proofs for the majority of the results,
we refer to other sources if a proof is too lenghty or too much of a detour.
Readers that are not too confident about their knowledge of locally convex
vector spaces are advised to have a look at Appendix A first.

Throughout this chapter, 2 denotes an open subset of R" and whenever
Q = () would cause difficulties or require changes, we implicitly assume that €
is nonempty.

1.1 Test functions

Consider the linear space C*>°(2) of scalar-valued smooth functions on Q. We
want to endow C'*°(Q) with a suitable locally convex topology. In order to do
so, we define for every K € Z.(Q2) and k € N, a seminorm || - || x5 on C*°(Q)
by
Il = sup [0%(x)]
laj<k “€K
and we endow C'*(€2) with the topology induced by these seminorms. To em-
phasize the presence of this specifically chosen topology, the resulting locally
convex vector space will be denoted by &(Q).
Next, we define &x(12), for K € Z.(12), to be the linear subspace of &(£2)
consisting of the smooth functions with support inside K endowed with the
subspace topology and we define Z(Q2) to be

U Er ()
KeZ.(Q)

endowed with the inductive limit topology (see Definition A.3.1). 2(2) consists
of all compactly supported smooth functions on €2 and is often called the space
of ‘test functions’.

Relevant results

Proposition 1.1.1. 2(Q2) C. £(Q).
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Proof: Because &k (), with K € Z.(Q), carries the topology induced from
&(Q), we have that & (Q) C. &(Q) for every K € Z.(Q). Applying Proposi-
tion A.3.2 to the inclusion map Z2(2) — &(?) finishes the proof. O

Remark 1.1.2. &(Q) is Hausdorff because the inducing collection of seminorms
{II- &gk | K € Z:(Q) and k € N}

for £(Q) is clearly total (i.e., if ||¢||x,x =0 for all K € Z.(Q2) and k € N, then
© = 0). The previous proposition subsequently implies that 2(2) is Hausdorff
as well. @

Lemma 1.1.3. For every K € Z.(Q), k() is closed in ().

Proof: Let {¢;}icr be a net in &x () and ¢ € &£(Q) such that ¢, — ¢ in £(Q).
We should prove that supp(p) € K. That is, we should prove that for every
xz € Q\ K there exists a neighborhood of & on which ¢ vanishes.

So let 29 € Q\ K. Because '\ K is open in £ and  is locally compact, we
find a compact neighborhood K’ of xy such that K’ C Q\ K. Since p; — ¢ in
&(Q2), we in particular have that ||¢;||x7,0 — |l¢llx’,0 in R. But, for all i € I,
the fact that supp(y;) C K implies that ¢; equals 0 on Q\ K and hence that
l#illxr0 = 0. Thus sup,cgr [p()] = [[ollx0 = limi—os [|@i[ k7,0 = 0, which
shows that K’ is a neighborhood of xy on which ¢ vanishes. O

Remark 1.1.4. We will often use, without explicit mention, the following trivial
observation: if K, K’ € Z.(Q) and k, ¥’ € N such that K C K’ and k < ¥/,
then || - [lkx <[ [0 on E(K). %)

Lemma 1.1.5. Let % be a locally convex vector space, 2 an inducing collection
of seminorms for % and T: &(Q) — % a linear map. Then T is continuous if
and only if for every q € 2 there exist C >0, K € £.(Q) and k € N such that

a(T(9)) < Cllelx .k
for every ¢ € £(Q).
Proof: Suppose that T is continuous. Because
P =l kx| K € Z:(Q) and k € N}

is, by definition, an inducing collection of seminorms for &(Q2), Lemma A.1.2
tells us that for every q € 2 there exist C > 0, Ky, ..., K, € () and
ko, ..., kn € N such that

K ki

a(T () <CY Il
1=0

for every ¢ € &(2). But then K := Uj_, K; € Z.(Q) and k := maxo<;<n k; € N
satisty

A(T() < C S el < Cln+ Dl s
i=0
for every ¢ € &£(Q).
The converse implication is a direct consequence of Lemma A.1.2 and the
fact that &2 is an inducing collection of seminorms for &(€2). O
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Lemma 1.1.6. A seminorm p: &(Q) — R is continuous if and only if there
exist C >0, K € 2.(Q) and k € N such that

(o) < Cllellk.k

for every p € &(1).

Proof: The proof is analogous to the proof of the previous lemma, just use
Lemma A.1.1 instead of Lemma A.1.2. O

Corollary 1.1.7. &(£2) does not allow a continuous norm.

Proof: Suppose for a contradiction that || - ||: £(€2) — R is a continuous norm
on &(92). On behalf of the previous lemma, we find C' > 0, K € Z.(2) and
k € N such that

el < Cllellx x

for all ¢ € &(2). Now let g € &(Q2) \ {0} such that ¢y equals 0 on an open
neighborhood of K (since K is compact, such a function clearly exists). Then
loll < Cllwoll i,k = 0, hence [|po|| = 0. Since || - || is assumed to be a norm,
this implies ¢ = 0, contradicting our choice of ¢y. ([

Lemma 1.1.8. Let K € Z.(Q). Then & = {|| - |k | k € N} is an inducing
collection of (semi)norms for &x ().

Proof: Because &k (Q2) is endowed with the topology induced from &(f2), we
already know that &' .= {|| - |k'x | K’ € Z.(Q) and k € N} is an inducing
collection of seminorms for &x () and clearly &2 C 2?’. Furthermore, since
supp(¢) C K for every ¢ € &k (), we have for every K’ € Z,(Q) and k € N
that || |k x < || |x.x on Ex(Q). In other words, for every p’ € &' there is an
p € £ such that p’ < p on &x(Q). Applying Corollary A.1.6 then shows that
2 is an inducing collection of (semi)norms for &x (). O

Remark 1.1.9. Formally speaking, we defined || - ||k, on &(£2), so we should
actually write || - | k.l 6 (0 0 the lemma above. However, we will be work-
ing with restricted mappings a lot and it is very cumbersome to constantly
write down the restriction explicitly. Therefore, as announced in ‘Notation and
conventions’, we will not write down the restriction symbol in cases where the
context makes already clear that we consider the restriction of some map. @

Lemma 1.1.10. Let & be a locally convex vector space, 2 an inducing collec-
tion of seminorms for %, K € P.(Q) and T: &k (Q) — ¥ a linear map. Then
T is continuous if and only if for every q € 2 there exist C > 0 and k € N such
that

9(T(#)) < Clielxn

for every v € Ex ().

Proof: Suppose that T is continuous. Because the previous lemma tells us that

Z = Al lxx [k €N}
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is an inducing collection of seminorms for &k (£2), Lemma A.1.2 gives that for
every q € 2 there exist C > 0 and ko, ..., k, € N such that

9(T(p)) <CY_ el
1=0

for every ¢ € &x(€2). But then k := maxo<i<n k; € N satisfies

4(T(@) <CY_ llelrr < Cn+Dlglxk
i=0

for every ¢ € &k ().
The converse implication is a direct consequence of Lemma A.1.2 and the
fact that &2 is an inducing collection of seminorms for &k (). O

Lemma 1.1.11. Let & be a locally convex vector space, 2 an inducing collec-
tion of seminorms for % and T: 2(Q) — ¥ a linear map. Then T is continuous
if and only if for every g € 2 and K € P.(2) there exist C > 0 and k € N
such that

a(T(p)) < Cllelx,x

for every ¢ € &k ().
Proof: According to Proposition A.3.2, T is continuous if and only if
T|£K(Q) 6k (Q) - ¥

is continuous for every K € Z2.(€2). Now apply the the previous lemma to get
the desired result. (]

Remark 1.1.12. If K € Z.(Q) and U is an open subset of Q such that K C U,
then there exists an ¢ € 2(Q) such that ¢ equals 1 on an open neighborhood
of K and supp(¢) C U. This is a direct consequence of the existence of finite
partitions of unity over K by compactly supported smooth functions subordinate

to any open cover of K. For a proof of the existence of such partitions, we refer
to [3, Theorem 2.15]. %

Remark 1.1.13. Tt is important to know that 2(€) can also be realized as a
strict inductive limit (see Definition A.3.3). To see this, let {K;}ien be an
exhaustion by compacts of €2, i.e., a collection of compact subsets of € such
that
Q=|JK and K;Cint(K;)forallieN
ieN

(such an exhaustion always exists, see for example [8, Proposition 4.76]). Then
for any K € Z.(2), there must be an ¢ € N such that K C K;. After all,
we easily see that {int(K;)};en is an open cover of 2, so for every K € Z.()
we find g, ..., i, € N such that K C U?ZOint(Kij) and U?ZOint(Kij) C K;
for i := maxo<;j<n ;. In combination with Proposition A.3.2, this implies that
2(Q) is equal, as locally convex vector space, to U;enéx, (€2) endowed with the
inductive limit topology and the latter is in fact a strict inductive limit.

Indeed, from Lemma 1.1.3 and the fact that the &%, (Q2) are endowed with
the restricted topology of &(Q), we deduce, for every i € N, that &k, (Q)
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is closed in &k, ,(2) and that the inclusion map &k, (2) — &x,,, () is an
embedding. Moreover, the previous remark makes clear that the inclusion
k., () Ce Gk, () is strict (indeed, there exists a smooth function with sup-
port inside int(K; 1) C K;41 that equals 1 on an open neighborhood of K;). @

Lemma 1.1.14. A subset B of () is bounded if and only if there exists an
K € Z.(Q) such that B is a bounded subset of &x ().

Proof: Suppose that B is bounded in 2(Q2) and let {K;};en be an exhaustion
by compacts of €. Using the previous remark and Proposition A.3.4, we see
that there must be an ¢ € N such that B is a bounded subset of &k, (2).
Conversely, if B is a bounded subset of &k (€2) for some K € Z,(Q2), then
Ex(Q) Cc 2(9Q) implies that B is bounded in Z(Q2) because continuous linear
maps send bounded sets to bounded sets. O

Proposition 1.1.15. 2(2) is sequentially dense in &(2).

Proof: Let {K;}ien be an exhaustion by compacts of Q and take, for every
i €N, p; € 2(Q) such that ¢; equals 1 on an open neighborhood of K; (see
Remark 1.1.12). We claim that for every ¢ € &(Q) the sequence {@;1}ien,
which is clearly a sequence in 2(2), converges to ¢ in &(£2). For this, we
should check that lim; o ||tV — @i¥||kx =0 for all K € Z.(Q) and k € N. As
explained in Remark 1.1.13, we find for every K € £2.(Q2) an iy € N such that
K C K;, and because the K; are increasing, we in fact have K C K; for every
i > ip. As a consequence, 1 and ;¥ coincide on an open neighborhood of K
for every i > ip and this clearly implies lim;_.o ||¥ — @i¥|| k1 = O. O

Lemma 1.1.16. &(Q2) and 2(£) are both reflexive.

Proof: This is a consequence of the fact that &(2) and 2(€2) are Montel spaces
(see [13, Proposition 34.4]) and the fact that Montel spaces are reflexive (see
[13, Corollary of Proposition 36.9]). O

1.2 Distributions

We define the space of distributions on 2 as the strong dual of Z(£2) and denote
it by 2’(Q2). Similarly, we define the space of compactly supported distributions
on ) as the strong dual of &(2) and denote it by &’(€2). It will become clear
later on why the terminology ‘compactly supported’ is appropriate.

The following characterizations are direct consequences of Lemma 1.1.11 and
Lemma 1.1.5.

Proposition 1.2.1. A distribution on Q is a linear map u: 2(Q) — K with
the following property: for every K € P.(Q) there exist C > 0 and k € N such
that

lu(p)| < Clloll K.k

for every ¢ € Ex(9).
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Proposition 1.2.2. A compactly supported distribution on Q is a linear map
u: &(Q) — K with the following property: there exist C > 0, K € Z.(Q) and
k € N such that

lu(@)l < Cllllr

for every ¢ € £(Q).

Note that 2'(2) and &'(2), as strong duals of locally convex vector spaces,
are both Hausdorff (see Lemma A.4.2).

Lemma 1.2.3. The map that sends u € &'(Q) to uly q) is an injective contin-
wous linear map from &'(Q) into 2'(Q).

Proof: We already know that the inclusion map 2(Q) — &(f) is a continuous
linear map (see Proposition 1.1.1). The described ‘restriction’ map is clearly
the adjoint of this map and therfore a continuous linear map from &’(f2) into
2'(2). The injectivity follows from Proposition 1.1.15 and Lemma A.4.4. O

The previous lemma shows that we can identify &’(2) as vector space with
the linear subspace of 2'(Q) consisting of all distributions that ‘allow a contin-
uous extension to & (§2)’. But be careful, the topology of &”(€2) and the induced
topology of this vector subspace of 2’(€2) ‘do not match’. However, the continu-
ity of u— g q) does tell us that the topology on &'(€) is stronger than this
induced topology. Having a linear subspace of 2'(2) with a stronger topology
than the induced topology will play a central role in the theory of functional
spaces.

1.3 Canonical identifications

The crucial point about distributions is that they ‘generalize’ ordinary, suffi-
ciently well-behaved, functions. To see this, let f be a locally integrable function
on . Then for every K € Z.(Q2) and ¢ € &x ()

]/Qfm] S/K|f<P|d)\§||90||K,0/K|f|d)\<007 (1.1)

so we may define us: 2(2) — K by

up(p) == [ fedx
Q

Looking at equation (1.1) and Proposition 1.2.1, we see that uy is in fact a
distribution on €. If g is another locally integrable function on £, it can be
shown that uy; = ugy if and only if f and g are equal almost everywhere (see for
example [6, Proposition 2.2 on page 269]) and since it is customary to identify
locally integrable functions that are almost everywhere the same, the assign-
ment f — uy ‘embeds’ (in a purely set theoretic, non-topological fashion) the
locally integrable functions in the space of distributions. This explains why
distributions are sometimes called ‘generalized functions’.

Because every smooth function is clearly locally integrable, we have in par-

ticular a map
7:E(Q) = 2'(Q): Y — uy.
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Using the linearity of the integral, we see that j is linear and since two continuous
functions are the same almost everywhere if and only if they are the same
everywhere, j is injective. We claim that j is even continuous.

Claim. 3: £(Q) — 2'(Q) is continuous.

Proof: Because j is a linear map between locally convex vector spaces, we can
use Lemma A.1.2 to establish the claim. By definition

2 :={qp | B a bounded subset of 2(Q)},

with gg: 2'(Q) — R: u + sup,¢ g [u(p)], is an inducing collection of seminorms
for 2'(£2), while

P ={|| g | K € 2(Q) and k € N}

is an inducing collection of seminorms for &(£2).

Fix a bounded subset B of 2(2). By Lemma 1.1.14, we find an K € Z,(Q)
such that B is a bounded subset of &k (€2). In other words, B C &k () and for
every k € N there exists an r, > 0 such that ||¢||k r < r for all ¢ € B. Hence,
for every ¢ € £(2) and ¢ € B, we have

|uy (p)] = \/chu‘ < /K [l dA < AE) el x.oll¢llx.0 < AUK)rollel 5.0

(the Lebesgue measure A\(K) of K if finite because K is compact). As a conse-
quence, we get

as()(¥)) = q(uy) = sup [uy (P)| < AE)ro |9l k0,

which is of the desired form. O

If v is not only smooth, but also compactly supported, we can do even
better. After all, if K € £.(Q) and ¢ € &k (), then for every ¢ € £(Q2)

] / wdx\ < [ Welar < XE@)Wlcollelico < oo (1.2)
Q K

so we may define @y : &(Q2) — K by

() = /Q b,

In view of Proposition 1.2.2, equation (1.2) shows that 1, is in fact a compactly
supported distribution on € and we get a map j: 2(2) — &'(Q): Y — Gy.
Again, we easily see that j is injective and linear and we claim that j is also
continuous.

Claim. j: 2(Q) — &'(Q) is continuous.

Proof: Tt suffices to prove that, for every K € £.(2), j restricts to a continuous
linear map from &x () into &’(£2) (see Proposition A.3.2). So fix K € Z.(Q).
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In order to prove that 7: &x(Q2) — &'(Q) is continuous, we once more use
Lemma A.1.2. By definition

2 :={¢qp | B a bounded subset of £(Q)},

with gg: &'(Q) — R: u > sup,¢ g [u(p)], is an inducing collection of seminorms
for &'(Q2), while
Z = Al x| k €N}

is an inducing collection of seminorms for &x (£2).

Let B be a bounded subset of &(€2). Then we in particular find an rg > 0
such that ||¢||x,0 < 7o for all ¢ € B. Together with equation (1.2), this shows
that for all ¢ € B and ¢ € &x ()

iy (P)] < AME) ][k 0llell .0 < AUK)rolld] k. o0-

As a consequence,

48(j(¥)) = qp(iy) = sup iy (p)] < AK)roll9] 50,

which is an estimate of the desired form. O

So we have natural injective continuous linear maps j: &(2) — 2'(£2) and
J: 2(2) — &'(Q). If we add the inclusion 2: 2(Q2) — &(Q) and its adjoint
1*: 8'(Q2) — 2'(Q2) to this list, we get a nice diagram with injective continuous
linear maps as arrows:

2

T
Q) —— 7'
(that ¢ and +* are injective continuous linear maps is something we have already
seen; see Proposition 1.1.1 and Lemma 1.2.3). Because ﬂ¢|@(ﬂ) clearly equals
uy for every ¢ € 2(), this diagram is actually commutative. We will call the
arrows from the diagram and their compositions canonical identifications. For
example, 701 = 1" o j will be referred to as the canonical identification of Z()
with a subspace of 2'(Q) and 7 will be referred to as the canonical identification
of 2(§) with a subspace of &’(§2). The image of these canonical identifications
is always assumed to be endowed with the unique topology that turns the iden-
tification into a linear topological isomorphism and we will usually make no
distinction between the ‘original’ space and its image under a canonical identi-

fication. Under this convention, the arrows in the diagram become continuous
inclusions and we write Z(2) C. &(2) C. 2'(2) and 2(N2) C. £'(Q) C. 2'(9Q).

Relevant results

According to Lemma 1.1.16, 2(Q) is reflexive. Thus the usual ‘evaluation in’
map
i 2(Q) = (2(0))" = (2'(Q)",

which is characterized by

i(e): 7'(Q) = K: u e u(yp),
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is a linear topological isomorphism. The following straightforward lemma and its
corollary show that this linear topological isomorphism combines very naturally
with the canonical identifications.

Lemma 1.3.1. 57" 07 =.
Proof: For every ¢ € 2(2) and ¢ € £(Q)
(" 0D (W))(p) = (W) (4(9) = (@) () = up () = @y () = (i(¥))(9).

Corollary 1.3.2. (jo2)*oi=jo0u.
Proof:

(yor)*oi=(1"0y" )oi=1"0()f0i)=1"0)=go0u. O
In the next lemma we put our new convention into practice. Although
formally 2(Q2) is a subset of neither &’(2) nor 2'(f2), the statement of this

lemma still makes sense because we have agreed to identify Z(Q2) with j(2(12))
and (702)(2()).

Lemma 1.3.3. 2(Q) is sequentially dense in &' () and 2'().

Proof: See [13, Corollary of Theorem 28.2]. O

1.4 Support of a distribution

Let U be an open subset of 2. Then U is also an open subset of R”, so we
can consider the space Z(U) of compactly supported smooth functions on U
and the space 2'(U) of distributions on U. It is easy to see that we can extend
every element ¢ of Z2(U) to an element @ of 2(2) by putting

(2) = p(z) ifzel,
~ o ifx ¢ U.

After all, because supp(p) is compact, supp(y) is closed in Q, so for every
x ¢ U, Q\ supp(p) is an open neighborhood of z in  on which ¢ is smooth
(a consequence of ¢|Q\Supp(ap) = 0), while for every x € U, U itself is an open
neighborhood of  in € on which ¢ is smooth (a consequence of @|;; = ¢). Thus
@ is a smooth function on € and clearly supp(@) = supp(p).

We call ¢ the ‘extension by zero’ of ¢ and we denote the associated map
2U) — 2(Q0): ¢ — ¢ by extyq. It is evident that extyq is linear and
because exty g clearly restricts to a continuous linear map from &x(U) into
Ex () for every K € Z.(U), exty,q is actually a continuous linear map (see
Proposition A.3.2). If V is another open subset of Q and V' C U, then the
same arguments show that we have a continuous linear ‘extension by zero’ map
extyy: 2(V) — 2(U). By taking the adjoint of this map, we get a continuous
linear ‘restriction’” map

resyy = (exty,p)*: 2'(U) = (2(U))" — (2(V))* = 2'(V),



14 1. Distributions on R™

which sends a distribution on U to its ‘restriction’ to V' C U. In line with this
terminology, we will often write u|,, instead of resy,v (u). (Note that this has
nothing to do with the ‘ordinary’ restriction of compactly supported distribu-
tions as linear functionals discussed in Lemma 1.2.3.)

If W is a third open of 2 such that W C V C U, we easily deduce that
exty o exty, vy = exty,y. Taking adjoints then gives resy w o resyy = resyw
and because in addition resy y clearly equals idg/ (1), we see that the assignment
U +— 2'(U), together with these restriction mappings, forms a presheaf over ().
On behalf of the the following lemma, this presheaf is even a sheaf.

Lemma 1.4.1. Suppose that {U;}icr is a collection of open subsets of ) such
that Q = U;e1U; and that for every i € I, u; € 2'(U;). If for alli, j €1

ui'UiﬂUj = uleiﬁUj ?
there exists a unique u € 2'(Q) such that uly,; = u; for everyi € I.

Proof: See [3, Theorem 7.6]. O

The following result is a consequence of this sheaf property.

Corollary 1.4.2. For every u € 2'(Q) there exists a largest open subset Q,, of
Q on which u vanishes (that is, such that ulg =0).

Proof: Let {U;}:icr be the collection of all open subsets of © on which u vanishes
and take Q, := U;c;U;. Then, by application of the previous lemma to €,
{Ui}ier and u; := u|Ui = 0, there must be a unique distribution «’ on ,, such

that u'[;; =w; for all i € I. Because (ulq = uly,, w = ulg satisfies this

)
U;
and since clearly also ' = 0 has this property, we conclude that u|Qu =0. O

Thanks to this corollary, we can speak of the support of a distribution.

Definition 1.4.3. For a distribution u on 2, we define its support by
supp(u) = Q\ Q.
where 2, is the largest open subset of 2 on which u vanishes. @
Remark 1.4.4. We easily see that
Q, = {z € Q| u|,; =0 for some open neighborhood U C € of z},
which gives rise to the following alternative description of supp(u):
supp(u) = {z € Q| u|, # 0 for any open neighborhood U C Q of z}.

Note that we also regard smooth functions as distributions and that we
already had a notion of support for smooth functions. To remove any ambiguity,
we should make sure that the ‘old” and 'new’ definition coincide. That is, we
should check that, using the notation of the previous section,

supp(uy) = supp(¢)
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for all ¢ € &(£2). For this, it suffices to show that for any open subset U of Q,
(uy)|y =0 if and only if 4|, =0,
which is a consequence of the linearity and injectivity of
EU)— 2 (U): ' — uy
and the following claim.

Claim. (uy)|, = U(yly) for any open subset U of Q and ¢ € &(Q).

Proof: Let ¢ € 2(U) and let ¢ € Z(Q) be its extension by zero. Then, because
supp(p) = supp(p) € U,

ol () =ue(@ = [ wpar= [ vpir= [ vlpear=ugy, 0. |

Remark 1.4.5. For an arbitrary locally integrable function f, we in general do
not have supp(uy) = supp(f) if we take supp(f) to be the complement of the
largest open subset of Q on which f vanishes (which is equivalent to taking
the closure of {x € Q | f(z) # 0}). Instead we get that supp(us) equals
the complement of the largest open subset of Q on which f vanishes almost
everywhere. This is caused by the fact that us represents all locally integrable
functions that are almost everywhere equal to f and not just f itself. Note
however that we can always find a locally integrable function g that is almost
everywhere equal to f which satisfies supp(ug) = supp(uys) = supp(g). @

Remark 1.4.6. We can reformulate the claim that we just have proven as fol-
lows: for any open subset U of ), the restriction to &(f2) of the continuous
linear map resqu: 2'(Y) — 2'(U) coincides with the ordinary restriction of
smooth functions. This ordinary restriction of smooth functions is obviously a
continuous linear map from &(Q) into & (U) and we easily check that its adjoint,
which is a continuous linear map from &’(U) into &’(2), extends the ‘extension
by zero’ map exty,o: 2(U) — 2(Q2). Indeed, for all ¢ € P(U) and ¢ € £(Q),

(resd, )" ti) () = i (plyy) = /U b ol dr = / Jpd) = az(p),

where ¢ = extyq(i) and resq, ;; denotes the ordinary restriction of smooth
functions from 2 to U. This extended ‘extension by zero’ map is again denoted
by exty,q, allowing us to state that exty o is a continuous linear map from &’(U)
into &7(Q2) that restricts to the ordinary continuous linear ‘extension by zero’
map from Z(U) into Z(Q2), which we will temporarily denote by extf; . Now
observe that we clearly have

o o .
reSQ’U o eXthﬂ = 1d@(U).

Using this, a trivial mental computation shows that resq yocexty,qo = ide/ (v, so
we have a similar identity for the extended maps and we therefore in particular
have that exty o is injective. Of course, if V' is an open subset of {1 such
that V' C U, the same arguments show that exty.y: 2(V) — 2(U) extends
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to an injective continuous linear map from &'(V') into &’ (U) which satisfies
resy,y o exty,y = idgr(y). If in addition W is an open subset of {2 such that
W C V, taking the adjoint on both sides of the identity resf; y, = resy, y, oresy, y,
shows that extw,y = exty,y o extw,v. @

Before we give a list of ‘relevant results’ related to the support of a distri-
bution, let us introduce some additional terminology.

Definition 1.4.7. A family {u;};cs of distributions on € is called locally finite
if {supp(u;)}ier is a locally finite family of subsets of . @

Definition 1.4.8. Let T be a linear map from a linear subspace of 2’(Q) into
2' (). We say that T is local if

supp(T'u) € supp(u)
for all u € dom(T). @

Relevant results

Lemma 1.4.9. For every open subset U of Q and every u € 9'(Q)

supp(uly) € supp(u)
and if supp(u) C U, then even

supp(ul;;) = supp(u).

Proof: Let 2 € U and suppose that « ¢ supp(u). By the characterization of the
support given in Remark 1.4.4; we find an open neighborhood V of x in {2 such
that |, = 0. But then U NV is an open neighborhood of x in U such that

(U|U)|Umv = u|UnV = (u|v)|UmV = O|UﬁV =0,
so, again by the characterization from Remark 1.4.4, we get « ¢ supp(u/).
Conversely, if x € U and x ¢ supp(u|;,), then we find an open neighborhood
V of & in U such that (u[;)[,, = 0. Since U is open, V is then also an open
neighborhood of = in ) and

u|v = (U|U)|v =0,

thus x ¢ supp(u).
So if z € U, x € supp(u) if and only if 2 € supp(u|,;), which implies both
statements of the lemma. (]

Lemma 1.4.10. Let U be an open subset of Q and v € 2'(Q). Then u vanishes
on U if and only if u(p) = 0 for every ¢ € 2(Q2) with supp(p) C U.

Proof: First suppose that u vanishes on U. For every ¢ € 2(Q) that satisfies
supp(y) C U, we have that ¢|;; is an element of Z(U) with ¢ as extension by
zero to €2, hence

u(p) = uly (¢ly) =0.
Q) with supp(p) C U. To prove

Now suppose that u(¢) = 0 for every p € Z(
P € Z(Q) be its extension by zero

that u vanishes on U, let ¢ € Z(U) and let
to Q. Then supp(¢)) = supp(vp) C U, hence

uly () = u(y) = 0. O
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Lemma 1.4.11. For every closed subset A of Q and every u € 2'(Q2), we have
supp(u) C A if and only if u(p) =0 for every ¢ € () with supp(p) C Q\ A.

Proof: Let €, be the largest open subset of 2 on which u vanishes. By taking
complements, we see that supp(u) = Q\ Q, C A is equivalent to 2\ A C Q,.
But 2\ A C €, is in turn equivalent to the statement that v vanishes on Q\ A.
Indeed, because Q \ A is open, we get from the definition of Q, that u vanishes
on Q\ A implies Q\ A C Q,, and conversely, if O\ A C Q,, then

U|Q\A = (“|Q) IV O|Q\A = 0.

The result now follows by applying the previous lemma to U := Q \ A. O
Lemma 1.4.12. Let u,v € 2'(Q) and p € K. Then

1. supp(pu) =0 if p =0,

2. supp(pu) = supp(u) if u # 0 and

3. supp(u + v) C supp(u) U supp(v).

Proof: The first statement is totally trivial and the second statement follows
from the easy observation that for p # 0 and for every open subset U of €,
(pw)|,; = 0 if and only if u|,; = 0.

For the third statement, we use the previous lemma. As union of two closed
subsets, supp(u) Usupp(v) is a closed subset of €, so by the previous lemma it
suffices to prove that (u + v)(¢) = u(p) + v(¢) = 0 for every p € 2(Q2) with

supp () € 2\ (supp(u) Usupp(v)). But

supp(p) € 2\ (supp(u) Usupp(v)) = (2 \ supp(u)) N (2 \ supp(v))

implies

supp() C 2\ supp(u) and  supp(p) € O\ supp(v),
so for such ¢ we have, again by the previous lemma, u(yp) = v(p) = 0. d
Lemma 1.4.13. Ifu € 2'(Q) and ¢ € 2(Q) such that supp(p) Nsupp(u) = 0,

then u(p) = 0.

Proof: Observe that supp(¢) Nsupp(u) =  implies supp(p) C Q \ supp(u) and
take A := supp(u) in the direct implication of Lemma 1.4.11. O

Lemma 1.4.14. Ifu € 2'(Q) and ¢ € 2(2) vanishes on an open neighborhood
of supp(u), then u(p) = 0.

Proof: Let U be an open neighborhood of supp(u) on which ¢ vanishes. Then
supp(p) C Q\ U and supp(u) C U, so supp(y) Nsupp(u) = ) and we can apply
the previous lemma. (I

Lemma 1.4.15. Ifu € 2'(Q) and ¢, ¥ € 2(Q) such that ¢ and 3 coincide on
an open neighborhood of supp(u), then u(p) = u(y).

Proof: Apply the previous result to ¢ — 1 and use the linearity of w. ]
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Lemma 1.4.16. Let u € 2'(Q). If there exists an open subset U of 0 such
that supp(u) C U and u|; =0, then u = 0.

Proof: Let €2, be the largest open subset of {2 on which u vanishes. Because
by assumption u vanishes on U, we have U C ,,, while Q \ Q, = supp(u) C U
implies that also Q\ U C Q,,. As a consequence, @ = U U (Q\U) C Q,,. Hence,
Q = Q, and we conclude that « vanishes on 2. O

Lemma 1.4.17. Let u, v € 2'(Q). If there exists an open subset U of Q such
that supp(u) C U, supp(v) C U and ul; = v, then u = v.

Proof: Observe that
supp(u — v) C supp(u) U supp(—v) = supp(u) Usupp(v) C U
(see Lemma 1.4.12) and apply the previous lemma to u — v. ([l

Lemma 1.4.18. Let U and V be open subsets of Q and let u € 2'(U) and
ve D' (V) such that u|yqy = v|yay- Then u(e|,) = v(ely) for all ¢ € 2(2)
with supp(p) CUNV.

Proof: Because supp(p) € U NV, ¢|yqy is an element of Z(U NV) with
extension by zero to U equal to ¢|;; and extension by zero to V' equal to |,
hence

u(ply) = ulpny (Yluay) = vigav (@luay) = v(ely). O

Lemma 1.4.19. Suppose that {u;}icr is a locally finite family of distributions

on Q. Then
S 2(Q) — Ki oo S uile)
i€l icl

is a well-defined distribution on €.

Proof: Using the fact that the family {supp(u;)}:cr is locally finite, we readily
check that for every K € Z2.(12) there exists a finite subset Ix of I such that
K Nnsupp(u;) # 0 if and only if ¢ € Ix. Looking at Lemma 1.4.13 we now see
that for every ¢ € 2(2) and every K € Z.(2) such that supp(¢) C K, we have

D ouilp) = Y uilp) < oo,

el i€k

80 >, ui is well-defined and a trivial mental computation shows that ., u;
is linear. In order to prove that ), ; u; is continuous, it suffices to prove that
> icq wi is continuous on &x (2) for every K € Z(Q) (see Proposition A.3.2),

which is the case because ) ;. ; u; equals the distribution ZiEIK u; on &k (2).0

Lemma 1.4.20. Let {u;}icr be a net in 2'(Q), v € 2'(Q) and K € P.(Q)

such that u; — u in 2'(Q) and supp(u;) C K for every i € I. Then also
supp(u) C K.

Proof: Let ¢ € 2(02) with supp(¢) C Q\ K. By Lemma 1.4.11 it suffices to
prove that u(p) = 0 and by the same lemma we get that u;(¢) = 0 for all ¢ € N.
Because {p} is clearly a bounded subset of Z(12), the assumption that u; — u
in 2'(Q) in particular implies that [u(p) — ui(p)| = supye ey [(w —wi) ()| — 0
in R and we subsequently find that u(y) = lim; o0 ui(¢) = lim; .cc 0 =0. O
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1.5 Multiplication by smooth functions

For every ¢ € &(Q), we can consider the associated ‘multiplication by ¢’ map
My £(Q) — E(Q): b - .

It is evident that m,, is linear and the computation

Imebllics = X 10%ellco = X 1S (§)00 w0 vl

la| <k la|<k p<a
« _
< 3 5 (§)1 P elalo®vl 13
|a|<k BLa

< 3 5 (Dlbealitien= | X3 (§) el | e

|a|<k f<a la|<k B<a

where K € £2.(2), k € N and the Leibniz rule for multi-indices is used, shows
that m,, is continuous (use Lemma A.1.2 and the ‘standard’ inducing collection
of seminorms for &(Q), ie., {|| - lxkx | K € P(Q) and k € N}). Moreover,
because

supp(pep) C supp(p) Nsupp(v))

and &k (), for K € P.(2), carries the topology induced from &(2), we find
that m,, restricts to a continuous linear map from &x (2) into &k (€2). Combining
this with Proposition A.3.2 and the fact that &k (2) C. 2(Q2) shows that m,,
also restricts to a continuous linear map from 2(Q2) into 2(9).

Definition 1.5.1. Let ¢ € &(Q), let my,: 2(Q) — 2(Q) be the continuous
linear (restriction of the) ‘multiplication by ¢’ map that we have just discussed
and let (my,)*: 2'(Q) — 2'(Q) be its adjoint. For every u € 2'(Q), we define

pu = (my) u. %)
*

Because the adjoint (m)* in the definition above is automatically continu-
ous, we see that for every ¢ € &(2)

P'(Q) — 2'(Q): ur pu

is a continuous linear map. We will denote this new ‘multiplication by ¢’ map
by m,, as well. This is justified because on &(2) this new ‘multiplication by ¢’
map coincides with the old one. Indeed, for all ¢, » € £(Q) and x € 2(Q)

(1) () = o) = / Blox) dA = / (@)X A = iy (X),

proving that puy = Uey.

So, for every ¢ € &(Q), the new continuous linear multiplication map
my: 2'() — Z'(Q2) restricts to the original continuous linear multiplication
map from &(Q) into £(Q). Since Z(N), and therefore also &(2), is dense in
2'(Q) (see Lemma 1.3.3 and use that 2(Q) C &(Q0)), my,: 2'(Q) — 2'(Q)

is in fact the wnique continuous extension of the original multiplication map
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my: &(Q) — &(Q), which shows that this extension is very natural and inde-
pendent on any choices.

If o € 2(2), the situation is even better. After all, the fact that for every
Y € &(Q), supp(py) C supp(p) N supp(e), shows that the continuous linear
map my: &(2) — &(Q) can be viewed as a continuous linear map from &((2)
into Eupp(e)(2) and hence as a continuous linear map from &(Q2) into 2(Q2).
The adjoint of m, as map from &(Q) into Z() is then a continuous linear
map from 2'(Q) into &’(2) and it is clear that this adjoint coincides with the
extended ‘multiplication by ¢’ map under the canonical identification of &”’(2)
with a subspace of 2/(Q). In other words, if ¢ € 2(Q2), my,: 2'(Q) — 2'(Q)
can also be viewed as a continuous linear map from 2’(Q) into &”(2).

We can now explain why we call &'(2) the space of compactly supported
distributions.

Proposition 1.5.2. The subspace of 2'() that we canonically identify with
&'(Q) consists precisely of those u € 2'(Q) for which supp(u) is compact.

Proof: As discussed in Section 1.2, the subspace of 2’(Q2) that we canonically
identify with &”’(€) consists of those u € 2/(Q), u: 2(Q) — K, that allow a
continuous linear extension to &(€2).

So let u € 2'(Q2) that allows a continuous linear extension to &(2) and
denote this extension by %. According to Proposition 1.2.2, there exist C' > 0,
K € Z.(Q) and k € N such that

la(e)| < Cllv ||k,

for all ¢ € &£(€2). Then Q\ K is an open subset of 2. Moreover, if ¢ € 2(Q\ K)
and @ € 2(Q) is its extension by zero, then ¢ vanishes on an open neighborhood
of K (namely on Q \ supp(y)) and therefore

|tlgnic (9)] = [0(@)] = [a()] < ClI@lic = 0.

So u|Q\K = 0, which implies supp(u) C K. Since a closed subset of a compact
subset is again compact, we conclude that supp(u) is compact.

Next, let u € 2'(Q2) such that supp(u) is compact and let ¢ € 2(§) such
that ¢ equals 1 on an open neighborhood of supp(u) (see Remark 1.1.12). Then
my: E(Q) — Z2(Q): ¥ — @i is a continuous linear map (see the discussion
above) and since the distribution v is also continuous, 4: &(2) — K defined by
4 1= u o my is a continuous linear map as well. That @ extends u is an easy
consequence of Lemma 1.4.15. Indeed, for every ¥ € 2(Q), ¢ and 9 coincide
on an open neighborhood of supp(u), so application of this lemma shows that

a(y) = u(py) = u(¥). 0

Relevant results

Lemma 1.5.3. For every u € 2'(Q) and ¢ € &(N)

supp(pu) C supp(¢)) N supp(u).
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Proof: Let €1, be the largest open subset of €2 on which u vanishes and define
Qy and Qy, accordingly. If ¢ € Z(Qy) and ¢ is its extension by zero to €,
then 9@ = 0 (indeed, ¢(z) =0 if x € Qy and $(x) =0 if z ¢ Qy), hence

(u)lg, () = (bu)(@) = u(wp) = 0.

This shows that ¢)u vanishes on )y, and, due to the definition of 2y, we find
Qy C Qyo. Moreover, if ¢ € 2(Q,,) and ¢ is its extension by zero to €, then
Y@ equals the extension by zero of |, ¢ (indeed, because supp(¢) C Qu, P&
equals 0 outside ,,) and therefore

(bu)lq, (#) = (WYu)(@) = u(@) = ulg, (Y], ¢) =0

(this equals zero because u vanishes on €,,). That is, ®u vanishes on ,, as well,
so we also have Q,, C Q,. Combining the two inclusions gives 2, U, C Qy,,
and by taking complements we conclude

supp(yu) = Q\ Qyy C 2\ (Qy UQ,)
= (2\Qy) N (2\ Qy) = supp(¥) N supp(u). O

Lemma 1.5.4. Let u € 2'(Q), ¢ € &(Q) and U an open subset of Q. Then

(1/)U)|U = 1/}|U U|U'

Proof: Let ¢ € 2(U) and let ¢ be its extension by zero to Q. As in the proof
of the previous lemma, 1)@ equals the extension by zero of 1|, ¢, so

(Wu)ly (9) = Wu)(@) = u(¥@) = uly (V]y @) = (Pl uly) (#)- O

Lemma 1.5.5. Let u € 2'() and ¢ € £(Q). If x € supp(u) and ¢ equals 1
on an open neighborhood U C Q of x, then x € supp(Yu).

Proof: We use the characterization of the support that we have discussed in
Remark 1.4.4. Suppose for a contradiction that z ¢ supp(¢u), hence that
there exists an open neighborhood V' of z in Q such that (yu)|,, = 0. Let
v € 2(UNV) and let ¢ be its extension by zero to V. Then 1|, ¢ = ¢ (indeed,
supp(¢) C U and 9 equals 1 on U). Using the previous lemma, we obtain

ulUﬁV (p) = (U|V)|Um/ (90) = u|v (SZ’) = U|V
= (Yly uly) (@) = (Wu)ly, (@) =0.

So U NV is an open neighborhood of x with w|;,,, = 0, contradicting the
assumption that x € supp(u). O

Lemma 1.5.6. If u € 2'(Q) and v € &(QY) equals 1 on an open neighborhood
of supp(u), then Yu = u.

Proof: Let ¢ € 2(Q2). Then ¢ is a compactly supported smooth function that
coincides with ¢ on an open neighborhood of supp(u), hence by Lemma 1.4.15,

(Yu)(p) = u(p) = u(ep). O
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Lemma 1.5.7. If u € 2'(Q) and v € £(Q) such that supp(y) N supp(u) = 0,
then Yu = 0.

Proof: Let ¢ € 2(Q). Then supp(v¢) C supp(1) Nsupp(e) C supp(¢)), hence
supp () Nsupp(u) = () and using Lemma 1.4.13 we get (vu)(p) = u(vbp) = 0.0

Lemma 1.5.8. If ¢ € &(Q), U is an open subset of Q and v € &'(U), then

Ylextyqu) = exty,o(Y|, u).

Proof: Let ¢ € 2(9). Then

(¥ (extu,au))(p) = (extuou)(Pp) = u( (Vo))
= u(Yly ¢ly) = Yy ulely) = (extua(¥lyu)(p). O

Lemma 1.5.9. If u € &'(Q) and U is an open subset of Q0 with the property
that supp(u) C U, then ul, € &' (U) and

exty o (u|U) = U.

Proof: Using Lemma 1.4.9, we find that supp (u|;) = supp(u) is compact, so
uly; is indeed an element of &' (U). To derive the stated equality, let ¢ € 2(Q)
such that 1 equals 1 on an open neighborhood of supp(u) and supp(y) C U.
Then pu = u by Lemma 1.5.6 and for every ¢ € 2(Q), ¥y is an element of
2(§2) with support in U, so the extension by zero from U to Q of (¢¢)|,, equals
. If we combine this with Lemma 1.5.4, we find that for every ¢ € 2(Q),

(uly) (ply) = (W) (ely)
(¢|U U|U) (90|U) = (“|U) (¢|U ‘P|U)
(uly) (Wo)ly) = ul¥e) = (Pu)(p) = u(yp). O

(extu (uly)) (#)

Lemma 1.5.10. For every open subset U of Q and every u € &' (U)

supp(exty,q u) = supp(u).

Proof: Because (extyqu)l, = (resq,u o exty,a)(u) = u, Lemma 1.4.9 directly
tells us that

supp(u) = supp ((extUﬁg u)|U) C supp(exty,q u).

For the converse inclusion, we have to do a bit more work. First of all, supp(u) is
compact, hence a closed subset of 2. Due to Lemma 1.4.11, it therefore suffices
to prove that (exty o u)(@) = 0 for every ¢ € 2(Q2) with supp(y) C Q\ supp(u).
So fix ¢ € 2(Q2) with supp(p) C Q \ supp(u) and let ¢ € Z(U) such that ¢
equals 1 on an open neighborhood of supp(u). Then Yu = u by Lemma 1.5.6
and v ¢|,; is an element of Z(U) with

supp () ¢|;) € supp(y)) Nsupp(p) € U N (Q \ supp(u)) = U \ supp(u).

Hence,
(extu,ou)(p) = u(ely) = Wu)(ply) = ul¥ ¢ly) =0,
where we haved used Lemma 1.4.11 to establish the last equality. O
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Lemma 1.5.11. Let {u;}icr be a net in 2'() and u € 2'(Q). Then u; — u
in 2'(Q) if and only if pu; — pu in P'(Q) for every p € 2(N).

Proof: The implication from left to right is a direct consequence of the fact
that multiplication by ¢ is a continuous linear map from 2’(Q) into 2'(Q) for
every ¢ € 2(Q). For the converse implication, assume that pu; — @u for every
v € 2(), let B be a bounded subset of Z(Q2) and let ¢gp be its associated
seminorm on 2'(f2). According to Lemma 1.1.14 we find a compact subset K
of  such that supp(¢) C K for all ¥ € B and according to Remark 1.1.12 we
find an ¢ € 2(Q) such that ¢ equals 1 on an open neighborhood of K. Now
observe that

qp(u —u;) = sup [u(y)) — ui(P)| = sup [u(py) — ui(py)|
YEB YEB

= sup |(pu)(¢) — (pus)(¥)] = g(pu — pui) — 0. O
YeEB

1.6 Differentiation

Similar to the way in which we have introduced multiplication by smooth func-
tions on 2'(2) we can introduce differentiation of distributions. To this end,
let @ be some multi-index and consider the map

0%: £(0) — &(N).
Of course 9% is linear and the estimate
0%Vl k. = Z 1870 ¢ | re0 < Z L) 1l ot 1o
[BI<k 18|<k

with ¢ € £(Q), K € Z.(Q) and k € N, shows that 0* is continuous. Since

supp(0”1) C supp (),

we see that for every K € Z2,(2), 0% restricts to a continuous linear map from
Ex (Q) into Ex(€2). Combining this with Proposition A.3.2 and the fact that
Ex () Co 2(92) shows that 9% also restricts to a continuous linear map from
2(Q) into 2(9). Because of the continuity of scalar multiplication, the same is
true for (—1)l*lg*,

Definition 1.6.1. Let « be a multi-index and let
(=D ™o™)*: 2'(Q) — 7' ()

be the adjoint of the continuous linear map (—1)I*9%: 2(Q) — 2(Q). For
every u € 2'(Q2), we define

0% := ((=1)!*19%)*w. %
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Remark 1.6.2. 1t is clear that with this definition the composition of partial
derivatives works as expected: if a and 8 are multi-indices and v € 2'(£2), then
0%(0u) = 0°TPu. In other words, only defining d;u for 1 < i < n and then
introducing 9* in the usual way (as composition of single partial derivatives)
results in the same definition. )

Since the adjoint ((—1)/*/9%)* in the definition above is automatically con-
tinuous, the map
72'(Q) - 2'(Q): u v 0%

is a continuous linear map. We will denote this map by 9%. Of course, we
should check that this new ‘distributional derivative’ coincides with the ordinary
derivative if we apply it to a smooth function. As we will see in a moment, it
is this requirement that causes the presence of the at first surprising and odd
looking factor (—1)l°l.

Let ¢ € £(Q2) and ¢ € 2(Q2). Then

(0%uy)(p) = uyp((=1)1410%p) = (~1)l! A PO pdA.
We now use integration by parts || times to get

(0! [ worpax = /Q 0" dA = ugers ()

(note that due to the compact support of ¢ the boundary terms vanish). This
shows that 0%uy = ugey, which means that the restriction to &(€) of the
new map 9%: 2'(Q) — 2'(Q?) indeed coincides with the usual differentiation of
smooth functions. As with multiplication by smooth functions, because &(f) is
dense in 2'(Q), the extension of 9*: &(2) — &(Q) to a continuous linear map
from 2'(£2) into 2'(2) is in fact unique.

It turns out that differentiation of distributions interacts very nicely with
the multiplication of distributions by smooth functions: we have a Leibniz rule.

Lemma 1.6.3. For every u € 2'(Q), ¥ € £(Q) and 1 <i < n, we have
0i(u) = (B )u + P(Oiu).
Proof: For every ¢ € 2(Q)
Gi(Pu))(p) = =(Yu)(0ip) = —u(¥dip) = —u(0i(Pp) — itbp)

= —u(9i(Pp)) + u(0ipp) = (Osu)(Yp) + ((0iy))u)(p)
= (¥(0iu)) () + ((:p)u) (). O

As a consequence, we also have a Leibniz rule for multi-indices (which fol-
lows in the usual way from the ordinary Leibniz rule; it is just a matter of
combinatorics).

Corollary 1.6.4. For every u € 2'(Q), ¢ € &(Q) and multi-index o, we have

o*(pu) = Y (0‘) a2

B<a s
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Also the interaction between differentiation and the support of distributions
is as expected.

Lemma 1.6.5. For every u € 2'(Q) and every multi-index o
supp(9”u) C supp(u).

Proof: Let £, be the largest open subset of 2 on which u vanishes and let Qga,,
be the largest open subset of 2 on which 0%u vanishes. Then the statement of
the lemma is equivalent to Q, C Qga, and because of the definition of Qga,, it
suffices to prove that 0“u vanishes on €Q,,.

So let v € 2(£,) and let @ be its extension by zero to Q2. We easily see that
0% is the extension by zero of 9%p (note that ¢ equals 0 on the open subset
0\ supp(yp) of Q), hence

(0*u)lg, (p) = (@*w)(@) = (=1)*u(@*¢) = (~1)*Tulg, (0*¢) =0. O

1.7 Change of coordinates

In this section €’ will also denote an open subset of R® and y: Q — € will be a
diffeomorphism. Because the open subsets € and Q' can then be ‘identified’ by
X, we also expect to find a way to ‘identify’ 2'(Q2) and 2'(£Y') using x. Like we
did in the sections on multiplication by smooth functions and differentiation,
we start by looking at a natural map on the level of smooth functions.
So let
X EQ) = EQ): o poy
be the so-called pullback under x (beware, the * here does not have anything

to do with adjoints;  and Q' are not linear spaces and x is not a linear map).
It is clear that x* is a linear map and we claim that x* is also continuous.

Claim. x*: &£(Q) — &(Q) is continuous.

Proof: Let K € Z.(Q). We will prove by induction on N that for every n € N,
the following statement holds: if « is a multi-index with |a| < n, then there
exists a C, > 0 (which is allowed to depend on x) such that

[0%(p o X))o < Callelly(x),lal

for all p € £(Y).
If |a| = 0, then for every ¢ € &()

[0%(¢ 0 X)llx.0 = sup |(p o x)(x)| = sup |p(x(x))]
rcK rzeK

= Ssup |90(y)| = ”90”)((1(),0 = ||90||x(K),|a\=
yex(K)

hence for n = 0 the statement holds.

Now suppose that the statement holds for n = k with £k € N. We want to
prove that the statement also holds for n = k4 1. So let « be a multi-index
with 0 < |a| < k+ 1 (the case |a| = 0 has just been covered). Then there is an
1 <i < n and a multi-index 8 with || = |a|—1 < k such that 9% = 9°0;. Using
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the chain rule, the Leibniz rule for multi-indices and the induction hypothesis,
we find that for every ¢ € &(Y)

10%(p 0 )l .0 = [0°0:(p 0 X)l| k.0 = ||3BZ i 0 X)0iX;ll K0
Jj=1

= |\Zaﬁ 0 0 X)) k.0

—|ZZ() (019 0 )0° ;0

Jj=1~<p

<ZZ< 10700 0 )0l ° 0, 0

J= 1’y<ﬁ

IN

IN

HM: HM

)Cw|3j%0||x(1<),|7|3ﬁ73in|K,0
)Cw|<P|X(K),w|+1||3ﬁ73in||1<,0

>3 (]
>y (]

ZZ( )eulo*aux o | el o
=1~7<3

where the C, are the constants provided by the induction hypothesis. Because
this estimate is of the desired form, we conclude that the statement indeed holds
forn =k + 1.

By induction on N we are now allowed to conclude that the statement holds
for every n € N, which implies that for every multi-index « there exists a C, > 0
such that

[0%(¢ 0 X)lIx.0 < Callelly(x), ol

for all p € £(Q'). As a consequence, we finally get our desired estimate for the
continuity of x*. Indeed, for every every k € N and ¢ € &(Q))

Ix*ellxr = leoxlxr= Y 119*(wox) ko
lo| <k

<Y Callel@yal < | D Ca | llell).e- O

lo| <k la| <k

The next step is to prove that x* restricts to a continuous linear map from
2(V) into Z(Q). For this we need the following lemma.

Lemma 1.7.1. For every ¢ € £(Q)

supp(x*¢) = x " (supp()).

Proof: We first prove that

supp(x*¢) = supp(p o x) € x~ " (supp(p)). (1.4)
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Let Q,0, be the largest open subset of €2 on which ¢ o x vanishes and let pr
be the largest open subset of £’ on which ¢ vanishes. Then the inclusion in
equation (1.4) is equivalent to

O\ Quox Cx 1N\, =X Q)\xT1(2) = 2\ x 1),

which is in turn equivalent to x'(€2,) € Quoy. For the latter it suffices to
prove that ¢ oy vanishes on X*(pr), which is clearly the case.

To prove the converse inclusion, we note that Q, 2’ and x are all arbitrarily
chosen. Therefore, the inclusion of equation (1.4) also holds if we replace x by
x~ ! and ¢ by ¢ o x (a smooth function on Q). This results in

supp(y) = supp((p o x) o x ') C x(supp(y o x))

and applying x ! to both sides then gives
X~ (supp(p)) S supp( © x) = supp(x“¢). O

Let K' € Z.(Q). Then x " }(K') € Z.(Q) and the previous lemma shows
that for all ¢ € &/ (), supp(x*¢) = x '(supp(p)) € x 1 (K’). That is,
X* maps &k () into & -1k (). By applying our usual trick (i.e., using
Proposition A.3.2 and the fact that &x(2) C. Z(Q) for all K € Z.(2)) we now
get that x* restricts to a continuous linear map from 2(€') into 2(Q).

Definition 1.7.2. We call the adjoint (x*)*: 2'(2) — 2'(€Y') of the continuous
linear map x*: 2() — 2(Q) the pushforward under x and we denote it by
X«. When u is a distribution on €, we say that y.u is the pushforward of u
under x. %)

As adjoint of a continuous linear map
et 7(9) - 7(Q)

is itself a continuous linear map and because 2, 2’ and x were arbitrarily chosen,
we also get a continuous linear pushforward (x 7 1).: 2/(Q) — 2'(2). We easily
check that x, and (x~!). are each others inverse and we conclude that they are
linear topological isomorphisms. So we have found the expected identification
between 2'(Q2) and 2’(€Y). When studying functional spaces, we will only
look at pushforwards under diffeomorphisms x: Q — Q' with Q' = Q. Such a
diffeomorphism is often called a change of coordinates.

Lemma 1.7.3. For every u € 2'(Q)

supp(x»u) = x(supp(u)).

Proof: Let €, be the largest open subset of {2 on which u vanishes and let Q!
be the largest open subset of ' on which x,u vanishes. In order to prove that
supp(x«u) C x(supp(u)) it suffices to prove that y.u vanishes on x(£2,) (the
reasoning for this is similar to the reasoning in the proof of Lemma 1.7.1).

So let ¢ € 2(x(%)) and let @ be its extension by zero to €'. Then, by
Lemma 1.7.1,

supp(x* @) = x~ " (supp(@)) = x " (supp(¢)) € x ' (x(2u)) = Qu,
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so X*¢ is the extension by zero to Q of (x*¢)[q, . Using this, we find

(X*U)|X(Qu) (¢) = (xxu) (@) = u(x" ) = “|Qu ((X*@kzu) =0,

which shows that x.u indeed vanishes on x(,,).

The converse inclusion is obtained by replacing x by x~* and u by x.u and
then applying y to both sides (again, this is similar to the approach in the proof
of Lemma 1.7.1). O

-1

In the case of multiplication by smooth functions and differentiation, the
new maps on the space of distributions restricted to the familiar ones on the
space of smooth functions. However, the familiar pushforward under the diffeo-
morphism y on the space of smooth functions equals (x ~1)*: ¢ — pox~! (the
pullback under x~!), while the following lemma shows that the restriction of
X«: D'(2) — 2'(Q) to &(N) sends ¢ to m ox L.

Lemma 1.7.4. Let f be a locally integrable function on Q). Then

Xxllf = U

f -1
[ det Dx| oX

Proof: Using the change of variables theorem, we find that if f is locally inte-

grable on €, m ox ! is locally integrable on Q" and that for all p € 2()),

(xxup)(p) = up(X @) = up(pox)
/f poX)dA = /(fox—l)soldeth—HdA

f —1
= _— ()d = (7(9 . l:l
/sf(|deth|OX A Yradloa Dx\°><*1( )

So the restriction of x,.: 2'(2) — 2'(Q2) to &() is only equal to the familiar
pushforward for functions if |det Dx| =1 (i.e., if x is volume preserving). This
is not a problem, but it is good to be aware of it. To avoid confusion, we
consistently stick to the notation used so far: the maps y. and (x~'). (that
have * as subscript) are the new distribution theoretic maps, while the maps x*
and (x~!)* (that have * as superscript) are the familiar maps on functions.

Relevant results

Lemma 1.7.5. For every ¢ € &()), we have
My O X = Xx © Miyrop-
Proof: Let u € 2'(Q) and ¢ € 2(Q'). Then

((my o x)u)(9) = (my(x=u)) () = (x=w) (V) = u(x* ()
=u((X"V) (X)) = (Myypu) (X )
= (X (M) ) () = (X © My ) 1) (). O

Lemma 1.7.6. For every 1 <i <n and u € 2'(Q), we have

XeOit =Y 05X ((Dixs)u)-

Jj=1
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Proof: Let ¢ € 2(). Then

(x+05u) (@) = (Ou)(p o x) = —u(di(¢ o X))

n

= —Z 900 X)0ix;) = — Y _((9ix;)u) (D 0 X)
j=1

n

=- Z(X*((aixg‘)u))(aj@) = (0ix((0ix;)w)) (). O
j=1

j=1
Lemma 1.7.7. For every 1 <i <n and u € 2'(), we have

XaOu =Y (0ix; 0 )Opxat+ Y > (Ordix; © £)(D;&k)xu,

j=1 j=1k=1
where & is used as convenient shorthand for x 1.
Proof: Using the previous two lemmas, we indeed get
X*au_ZaJX* (Dix;)u Za (Dixj © €)xu)
Jl
—Z dixj o ¢€) gx*quZ (0ix; 0 &))x«u
= Z@X;‘ Oé)ajx*quZZ(@k@m 0 &)(95€k) X u- O
j=1

j=1k=1
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Functional spaces on R"

Now that we have seen some distribution theory, it is time to introduce func-
tional spaces. In this chapter we will restrict our attention to the convenient
setting of ‘scalar-valued’ functional spaces on (open subsets of) R®. Those are
a special case of the functional spaces on manifolds that ‘take values in vector
bundles’ that we will introduce later. However, we are talking about a special
case of significant importance: a lot of the more general functional spaces on
manifolds will be ‘modeled’ after some functional space on R®. And, although
the setting is simpler, many arguments for the more general case are the same
as or very similar to the arguments in this specific setting.

Besides giving the definition of a functional space and a lot of examples, we
will introduce properties that a functional space might (or might not) have and
we will discuss constructions that turn a given functional space into another.
For some important combinations of properties and constructions, we will also
investigate whether or not the property is ‘preserved’ under the construction.
Because many properties are related to a certain construction, such questions
are often resolved by looking at the way in which two constructions ‘interact’.

As in the previous chapter,  denotes an open subset of R® and whenever
Q = () would cause difficulties or require changes, we implicitly assume that €
is nonempty.

2.1 Definition and examples

Let us give the most important definition of this chapter straight away (recall
that 2() is viewed as a subspace of 2’(Q2) whenever the context suggests so).

Definition 2.1.1. A functional space on Q is a linear subspace .# of 2'(Q)
that contains Z(2) and carries a locally convex topology such that:

1. 2(Q) Cc Z Co Z/() and
2. for every p € 2(Q), my: 2'(Q) — 2'(Q) restricts to a continuous linear
map from .# into Z. @

The first condition in the definition above just says that the topology on .#
needs to be stronger than the topology induced from 2’(£2) and that the topol-
ogy that .# induces on Z(£2) needs to be weaker than the intrinsic topology on
2(Q)). The observation that the topology of a functional space on {2 is stronger
than the topology induced from 2'(Q2) already leads to a first result: when
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combined with the fact that 2'(Q) is Hausdorff, it shows that every functional
space on ) must be Hausdorff.

Lemma 2.1.2. A functional space on  is always Hausdorff.

Another simple observation that needs to be made is that a functional space
on  is always dense in 2'(2). Indeed, on the strength of Lemma 1.3.3 we
have that 2(Q) is dense in 2’(Q2) and since a functional space .# on ) always
contains Z2(), we see that .# must be dense in 2'(Q2) as well.

Lemma 2.1.3. Every functional space on ) is a dense linear subspace of 2 ().

The framework of functional spaces makes it possible to give an abstract and
unified treatment of important spaces of (equivalence classes of) functions, which
are often grouped under the informal term ‘function spaces’, and important
spaces of distributions.

Obviously, the space of all distributions is a functional space.

Ezample 2.1.4. 2'(Q) is a functional space on . @

We have seen in the previous chapter that for every ¢ € &(2), the map
my: 2'(2) — 2'(Q) restricts to the ordinary continuous linear ‘multiplication
by ¢’ map on &(€2) and that this map in turn restricts to the ordinary continuous
linear ‘multiplication by ¢’ map on 2(2), so we also have:

Ezample 2.1.5. 2(§2) and &(2) are functional spaces on €. @

For the previous example, we have implicitly used our ‘indentification con-
vention’. Making such identifications will often be necessary, so let us capture
the underlying idea in a proposition.

Proposition 2.1.6. Let 2 be a locally convex vector space and
1:9(Q)— 2 and X — 7'(Q)
injective continuous linear maps such that:

1.4 01: 2(Q) — 2'(Q) equals the canonical identification of 2() with a
subspace of 2'(Q) and

2. for every p € 2(Q), my,(' (X)) CV/(ZX) and () L omgyod: X — X is
continuous.

Then /' (Z7), endowed with the topology that turns (' into a linear topological
isomorphism from X onto J'(Z), is a functional space on Q.

That this proposition holds is immediately clear; it is nothing more than a
simple translation of the definition of a functional space on () to the case where
the locally convex vector space under consideration is not a subspace of the
space of distributions. That is also precisely the point: a lot of our examples
are usually not treated as subspaces of the space of distributions, but they can
be identified with such a subspace in a canonical fashion. The proposition above
then tells us whether their image under this indentification is a functional space.
If this is the case, we will usually identify 2~ with its image and say that 2 is
a functional space on 2.
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So why did we not have to use this proposition when we stated that 2(Q)
and &(Q) are functional spaces? Well, we did, but implicitly. It is hidden
in the statements from the previous chapter, where we already treated 2(Q)
and &() as subspaces of the space of distributions, that we have used. For
example, for () we implicitly took ¢ to be the identity on 2(2) and ¢’ to
be the canonical identification of 2(Q) with a subspace of 2’(2). Then the
first condition of the previous proposition is clearly satisfied, while the second
condition follows because pu, = 1,y and ordinary multiplication by a smooth
function is continuous on Z(Q).

The following should not come as a surprise.

Ezample 2.1.7. &'(Q) is a functional space on Q. Formally speaking, we use
Proposition 2.1.6 to achieve this. Indeed, let + be the canonical identification
of 2(€2) with a subspace of &’(£2) and let +" be the canonical identification of
&' (Q) with a subspace of 2'(Q2). Then, by definition, +' o2 equals the canonical
identification of 2(Q2) with a subspace of 2'(Q) and we easily check that for
every ¢ € £(2), (/)" omy, 04’ equals the adjoint of the continuous linear map
Mg E() = E(Q): b = g 2

The next example, which shows that the well-known LP spaces are functional
spaces, is of great importance for the theory of functional spaces. These LP
spaces are namely the ‘starting point’ for the famous Sobolev spaces and the
latter have been the leading example for important concepts in the theory.

Ezample 2.1.8. The spaces LP(Q2) with 1 < p < oo are functional spaces on €.
Fix 1 < p < oo. Because every element of L? () is an equivalence class of locally
integrable functions that are equal almost everywhere (that every ‘function’ that
belongs to LP(Q) is locally integrable follows by looking at the characteristic
function of compact subsets and the Holder inequality), the assignment [f] — uy
gives an injective linear map ¢ from LP(Q) into 2'(Q) (see Section 1.3 of the
previous chapter). This is already quite nice: every equivalence class of functions
corresponds to one distribution, showing that the concept of a distribution is
in fact more natural than the concept of a function when talking about LP(12).
Moreover, it is easy to see that the assignment ¢ — [¢] gives an injective linear
map ¢ from 2() into LP(2). We claim that ¢ and +' are also continuous.

Claim. v: 2(2) — LP(f) is continuous.

Proof: Tt suffices to check that for every K € Z2.(Q), ¢ — [¢] is a continuous
linear map from &% (2) into LP(€2). So let || - ||, be the usual norm on LP(Q),
fix K € Z.(Q2) and let ¢ € &x (). If p = 0o, we have

Ielllp = lllellloe = Nl 50

and if 1 <p < oo, we have

gz = / ol d\ = / ol dx < / (lelli0)? dX = AUl xc.0)"-
Q K K
Hence, under the convention that é =0,

el < AE)7 [l k.0, (2.1)

which is an estimate of the desired form. O
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Claim. +/: LP(Q) — 2'(Q) is continuous.

Proof: Let B be a bounded subset of Z(€2) and let ¢p be its associated seminorm
on 7'(?). By Lemma 1.1.14 we find a compact subset K of 2 and a constant
ro > 0 such that supp(¢) C K and ||¢||x,0 < 7o for all ¢ € B. Using the Hélder
inequality and equation (2.1), we find that for all [f] € LP(Q) and ¢ € B

lus(p)l = ‘/Q fsad/\‘ < /Q [feldA <[l

< AME) 7 l@lloll [f)llp < AE) 70l £l

where ¢ is the Holder conjugate of p. Therefore, for every [f] € LP(2)

g (/([f]) = sup [us (9)] < ACK) o[£

which is an estimate of the desired form. O

It remains to be shown that ¢ and ¢’ satisfy the conditions of Proposi-
tion 2.1.6. That 4’ o4 equals the canonical identification of 2(§) with a sub-
space of 2'(Q2) is clear. Moreover, it is easy to check that for ¢ € 2(Q),
[f] = [¢f] is a well-defined continuous linear map from LP(Q2) into LP(€2) (use
that ||[of]llp < lll¢]llooll[f1llps which follows from an easy property of the essen-
tial supremum for p = co and from

/Q lpfIPdA < /Q oL 17 dA < (le]llo)? /Q [F1PdXx = (llellloo)” (N LA

for 1 < p < 00). Since a trivial mental computation shows that myus = ey
holds for every ¢ € Z(2) and [f] € LP(Q2), we deduce that the second condition
of Proposition 2.1.6 is satisfied as well. Using this proposition, we may finally
conclude that (the image under +' of) LP(Q) is a functional space on €. %)

Ezample 2.1.9. Let € () be the linear space of continuous functions on Q and
endow it with the topology induced by the seminorms {|| - ||x,0 | K € Z.(Q)},
with ||| k0 := sup,ex [¥(z)]. Then by precisely the same arguments that we
have used for &(€2) in Section 1.3 of the previous chapter

' E(Q) = D'(Q): Y uy

is an injective continuous linear map. Furthermore, it is clear that we have
2(Q) C. £(Q) Ce €(), so the inclusion map 2: Z(2) — €() is an injective
continuous linear map as well. That ' 04 equals the canonical identification of
2(Q) with a subspace of 2'(Q) is evident and we easily check, using almost the
same arguments as for &(§), that for every ¢ € &(Q2), €(Q) — € (Q): ¢ — oy
is a continuous linear map that equals (+/)~! o my © 1. So by Proposition 2.1.6
(the image under ¢’ of) €(12) is a functional space on 2. @

The following example shows that it is sometimes really convenient to use
our ‘identification convention’ (which allows us to regard € (§2) as a subspace of

7'()).
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Ezample 2.1.10. Let 6,(2) be the linear space of all bounded continuous func-
tions on 2. On this space the supremum norm || - ||o is well-defined and we
endow it with the topology induced by this norm. We claim that %,(Q) is a
functional space on ).

First of all, we clearly have

G(Q) CE(Q) S 7(9) (2.2)

(note however that the topology on %;(Q2) is strictly larger than the topology
that € () induces on it). Moreover, using Proposition A.3.2, we easily check
that 2(Q) C. €(Q) (indeed, Ex () S G (Q) because ||Y]|o = ||¢| k0 for
every 1 € k(). Finally, it is also easy to check that for every ¢ € 2(Q),
me: €() — €(N): ¥ — @ restricts to a continuous linear map from €;(2)
into 6,(2) (for the continuity, use that ||pY|lcc < ||@]looll®|leo)- Since we already
know that my: €(Q) — € () is the restriction of my,: 2'(2) — 2'(Q), it
follows that %(2) is a functional spaces on €. @

Note that we have only implicitly told how we identify €3 (£2) with a subspace
of 2'(Q): by writing down the chain of inclusions in equation (2.2), we silently
agreed to view %,(2) as a subspace of (the subspace of 2’(€2) that corresponds
to) €(£2). Hence, to view an element of 6;,(f2) as distribution, we first view it as
a continuous function and then use the canonical identification of € () with a
subspace of 2'(£2). In this case, this procedure is rather obvious (and results in
C(Q2) — 2'(2): Y — uy, as was to be expected) because an element of €;((2)
really is a continuous function, but the concept of ‘stacking identifications’ also
works if both identifications are nontrivial.

Ezxample 2.1.11. Let 6(€2) be the linear space of all continuous functions on
Q that ‘vanish at infinity’ (that is, all continuous functions ¢ on  such that
{z € Q| |p(x)] > e} is compact for every € > 0) and let €5(2) be the linear
space of all continuous functions on Q that ‘become constant at infinity’ (that
is, all continuous functions ¢ on 2 for which there exists an ¢ € K such that
cq — o vanishes at infinity). We easily deduce that %5(Q2) C %5(Q) C €,(Q)
and we endow %, (Q2) and %5 (2) with the induced topology from %;(2) (i.e., the
topology induced by the supremum norm). We claim that %5 (£2) and %5(2) are
functional spaces on 2.

To prove this claim, we will exploit that %3,(f2) is a functional space on 2
and that the new spaces use the ‘same’ topology. To begin with, it is clear
from the definition that %5(2) C. €5(2) C. 65(2) and we already know that
€ (Q) Co 2'(Q). Furthermore, we certainly have 2(2) C %(Q) (for every
e 2(Q) and e > 0, {x € Q| |p(x)| > e} is a closed subset of supp(p)) and
combining this with 2(Q) C. %,(2) and the fact that %, () carries the induced
topology from %;(2) shows that 2(Q) C. %5(f2). Putting everything together,
we get

2(9) Ce 60() Ce G5(Q) Se 6(Q) S Z2'(),

which gives the desired continuous inclusions for %,(2) and 5(£2). The de-
sired statement regarding mg, for ¢ € 2(Q) follows from the continuity of
my: €p(2) — €5(Q2) and the simple observation that m,(%5(2)) C %o(2) for
every ¢ € 2(Q) (for every ¢ € 2(Q) and ¢ € €5(), ¢y is a compactly
supported continuous function). @
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We will come back to giving examples at various points in the chapter,
often after the introduction of a ‘construction’ on functional spaces. These
‘constructions’ will actually be functors on the category of functional spaces on
Q, which we will now define.

Definition 2.1.12. The category of functional spaces on §2 has all functional
spaces on () as objects and continuous inclusions as arrows. @

It might seem strange that we do not allow more general continuous linear
maps as arrows, but most of the ‘constructions’ that we will encounter can only
be regarded as a functor on the category of functional spaces if the arrows satisfy
some specific property and the most natural class of continuous linear maps that
satisfies all these properties is the class of continuous inclusions.

2.2 Semi-functional spaces

Altough functional spaces are the most important objects in our theory, we will
also encounter spaces that are ‘almost’ functional spaces.

Definition 2.2.1. A semi-functional space on ) is a linear subspace % of
2'(9) carrying a locally convex topology such that:

1. F C. 7'(9) and

2. for every ¢ € 2(Q), my,: 2' () — 2'(Q) restricts to a continuous linear
map from % into 7.

Note that in comparison with the defintion of a functional space on €2 there
is only one difference: for a semi-functional space .# on ) we do not require that
2(Q) is a subspace of .% (with continuous inclusion). This extra property that
functional spaces are required to have turns out to be essential for only a limited,
but important, part of the theory. Despite the fact that functional spaces are
the main concept, the part of the theory for which this extra assumption is not
required will be largely formulated in terms of semi-functional spaces. This is
not because we want to be as general as possible; it is just very convenient for
a smooth treatment of the theory.

It is clearly true that every functional space on ) is a semi-functional space
on €. Also, by the same argument that we have used for functional spaces, we
see that every semi-functional space is Hausdorff. The fact that every functional
space on € is a dense subspace of 2’(2) does not generalize to semi-functional
spaces.

Ezample 2.2.2. &k (), with K € Z.(§2), is a semi-functional space on Q. In-
deed, since &(2) is a functional space on Q and &% (€2) carries the topology that
is induced on it by &(€), we have that &x(Q) C. &(R2) C. 2'(Q). Moreover,
for every ¢ € 2(Q), my,: 2'(2) — Z'(Q) restricts to a continuous linear map
from &(Q2) into &(£2) and because supp(¢)) C supp(¢) Nsupp(yp) C K for all
P € Ex (), we find that m,, also restricts to a continuous linear map from
éaK(Q) into (o@K(Q) @
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Example 2.2.3. Let A be an arbitrary subset of €. Then the linear space
% (; A) of all continuous functions on 2 that vanish on A endowed with the
induced topology from €(2) is easily seen to be a semi-functional space on
O F(A) C. F(N) S 2/(N) gives the desired continuous inclusion and
the simple observation that for every ¢ € Z(Q2) the continuous linear map
my: € () — €(Q) satisfies my,(€(2; A)) C €(Q; A) shows that m,, restricts
to a continuous linear map from €' (€2; A) into €(2; A).

So in particular N := @ (R";{0}) is a semi-functional space on R". This
space plays a natural role when we look at distributions on R™ with support at
the origin, see [13, page 264]. @

The discussion from the previous section about identifying spaces with a
subspace of 2’(2) and the associated ‘indentification convention’ is also rele-
vant in the context of semi-functional spaces. The following proposition is the
analogue for semi-functional spaces of Proposition 2.1.6. Because it is nothing
more than a simple ‘translation’ of the definition of a semi-functional space, we
will not give a proof.

Proposition 2.2.4. Let 2 be a locally convexr vector space and
" 2 — 2'(Q)
an injective continuous linear map such that for every ¢ € 2(Q),
me((Z) C/(Z) and () 'omyod: X — X is continuous.

Then o'(Z"), endowed with the topology that turns ' into a linear topological
isomorphism from X onto V' (XZ), is a semi-functional space on €.

Example 2.2.5. Let U be an open subset of 2. We have already seen that
&'(U) is a functional space on U, but (surprisingly enough) &’(U) is also a
semi-functional space on €2 in a natural way. To see this, we use the previ-
ous proposition with ¢ equal to the injective continuous linear ‘extension’ map
extyq: &' (U) — &'(Q) from Remark 1.4.6 (which can also be viewed as a con-
tinuous map from &’ (U) into 2'(Q) because &'(Q) C. 2'(Q)). Of course, we
should check that the condition formulated in the proposition above holds for
this «/. So fix ¢ € 2(9). Looking back at Example 2.1.7, we see that my
restricts to a continuous linear map from &'(U) into &'(U) for all ¢ € &(U)
(rather than only for ¢ € Z(U)), so in particular m |  restricts to a continuous
linear map from &’(U) into &’ (U). Next, on behalf of Lemma 1.5.8,

my o exty o = exty,g o M|,

which clearly implies m (extyo (& (U))) C exty,a(&”(U)). Moreover, using this
identity, we also find that
(eXtUﬁgz)_l 0 My, O exty o = resq,u o My © eXthg =resq,u o exty o o My,
=ldg @) omy), =my,

is a continuous linear map from &’ (U) into &’ (U), so we are done. @

Of course, we also have a category of semi-functional spaces on (2.

Definition 2.2.6. The category of semi-functional spaces on €2 has all semi-
functional spaces on €2 as objects and continuous inclusions as arrows. @
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2.3 Fixed compact support

We will now introduce the first construction on (semi-)functional spaces.

Definition 2.3.1. Let .%# be a semi-functional space on . For all K € Z2.(),
we define .7 to be

{ue Z|supp(u) CK} C.F

endowed with the subspace topology. @
Proposition 2.3.2. Zx is a semi-functional space on Q and Fx C. F.

Proof: Tt trivially follows from Lemma 1.4.12 that #k is a linear subspace of #
and Lemma 1.5.3 shows that for ¢ € 2(Q), my,: & — F restricts to a map from
F i into Fi. Everything else follows from the fact that .%# is a semi-functional
space on () and the fact that %k carries the subspace topology. O

So this is what we call a ‘construction’. It is basically a recipe for trans-
forming (semi-)functional spaces. However, the construction # +— Fg, with
K € 2.(Q), is a little odd: it does not send functional spaces to functional
spaces (after all, Z(§2) can never be a subset of some .Ff ), something that all
other constructions that we are going to encounter will do.

Ezample 2.3.3. Let K € Z2.(Q). If we look back at the way in which we defined
Ex (Q) from &(Q2), we look at a blueprint of the construction that we have just
introduced, so &x (Q) = (&(N)) k- %)

The equality sign in the previous example really stands for equality as topo-
logical vector spaces. The convention that an equality sign with topological
vector spaces on both sides always has this interpretation (unless explicitly
stated otherwise) was already announced in ‘Notation and conventions’, but we
recall it here because it will be frequently used from now on.

Proposition 2.3.4. For every semi-functional space & on Q and K € Z.(Q),
Fi is closed in F.

Proof: Let {u;}icr be a net in Fx and v € % such that u; — w in Z.
Since .7 C. 2'(Q2), we get that u; — u in 2'(Q2) as well and application of
Lemma 1.4.20 subsequently shows that supp(u) C K. O

Since &x(Q) = (£(Q))k for every K € (), we see that the previous
proposition is actually a generalization of Lemma 1.1.3.

Lemma 2.3.5. If F and &4 are semi-functional spaces on Q and T: ¥ — G is
a local continuous linear map, then T restricts to a continuous linear map from
Fk into Yk for every K € Z.(Q).

Proof: Because T is local, supp(u) C K implies supp(Tu) C K, so T maps
Fk into Yk and because Fx and ¥k carry the subspace topology, the lemma
follows. O
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As promised, the construction .# +— Zx is going to be a functor. Because
it always produces semi-functional spaces that are not a functional space, we
should regard it as a functor from the category of semi-functional spaces on €2
to the category of semi-functional spaces on 2. The previous lemma tells us
that the natural restriction that the assignment % +— %k puts on the class of
arrows for the category of semi-functional spaces on (2 is that the arrows need
to be local continuous linear maps. However, we have already decided to take
only continuous inclusions as arrows, so this restriction is certainly met.

Proposition 2.3.6. Let K € Z.(2). The assignment .F — Fx is a func-
tor from the category of semi-functional spaces on ) to the category of semi-
functional spaces on Q.

Proof: This follows straight from the previous lemma. After all, if # and ¢ are
semi-functional spaces on 2 such that % C. ¢, then the inclusion map % — ¥4
is a local continuous linear map and application of the previous lemma gives
y}{ Ce g}{. O

Note that there is something typical about the statement ‘the assignment
F +— Fg is a functor from ...’. Indeed, we only specify what it does on
objects, so what happens to the arrows? Well, because we take only continuous
inclusions as arrows in the category of (semi-)functional spaces on €2, there is
no choice: two semi-functional spaces . and ¢ on (2 either satisfy % C. ¥ or
not, so there is at most one arrow from .# to ¢. Therefore the statement ‘the
assignment . +— Fg is a functor from ...’ can only have one meaning: if %
and ¢ are semi-functional spaces on €2 such that % C. ¥, then % and ¥ are
semi-functional spaces on €2 such that g C. Yk.

Lemma 2.3.7. Let .7 be a semi-functional space on Q and K, K' € Z.(Q).
Then (3‘\}()](/ = yKﬂK/ = (3‘\}(/)[(.

Proof: By symmetry, it suffices to prove (Fx )k = Frnk'- Equality as sets
is trivial and observing that both spaces carry the restricted topology from %
completes the argument. O

This lemma is a first example of a result about the ‘interaction’ of construc-
tions. After all, it investigates how the constructions .# — i and & — Fg/
‘behave’ when we apply them successively. The result of this investigation is
that the functors % — Fx and % — %x commute and that their composi-
tion has a nice form. We will see that actually quite a few of the construction
functors that we are going to encounter commute with each other and that this
commutativity plays an important role in the ‘preservation’ of ‘properties’.

Lemma 2.3.8. Let . be a semi-functional space on Q, K € P.(Q) and let
{ni}tier be a finite partition of unity over K by compactly supported smooth
functions on Q. Then

T: g — ngKi: u— {nutier,
el

with K; := supp(n;) N K, is a linear topological embedding with closed image.
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Proof: Since for every i € I multiplication by n; restricts to a continuous linear
map from Z into % and supp(n;u) C supp(n;) Nsupp(u) C K; for all u € Fk,
we see that Z is a well-defined continuous linear map. Moreover, using the
fact that supp(u 4+ v) C supp(u) U supp(v) for all u, v € 2'(Q) and the fact
that I is finite, it is follows that P: [[,.; Fk, — Fk: {uiticr — D ;e ui is a
well-defined continuous linear map as well (note that P is just a finite sum of
continuous linear projection maps). Since clearly P o Z = id.g#, , application of
Lemma A.1.8 gives the desired result. O

2.4 Properties

In most mathematical theories there are many ‘properties’ that an instance of
the main concept of the theory (e.g., a group, field, topological space, manifold,
etc.) might or might not have. The theory of (semi-)functional spaces is no
exception and in this section we introduce quite a few of such properties.

Because a semi-functional space is in particular a locally convex vector space,
there already is a huge class of properties available. In our context it suffices to
focus on a limited number of these ‘inherited’ properties and for each of them
we have an associated local version.

Definition 2.4.1. Let .# be a semi-functional space on 2. We say that:
1. F is metrizable if % is metrizable as a locally convex vector space and
2. F is locally metrizable if, for every K € £.(Q0), #x is metrizable.

Similarly, we talk about (locally) normable, (locally) complete, (locally) Fréchet,
(locally) Banach and (locally) Hilbert. @

It should be noted that the word ‘locally’ has a different meaning here than
in topology and functional analysis where a space has some property locally
if around every point there exists a neighborhood that satisfies this property.
Indeed, usually Fx, with K € Z.(Q), is a proper linear subspace of % and
therefore has empty interior (see Proposition A.2.4) and there also might be
elements of .# that do not belong to any k.

We should also mention that we say that a locally convex vector space is
Banach if the space is complete and normable and that we say that a locally
convex vector space is Hilbert if the space is complete and its topology is induced
by some inner product. In other words, we do not assume that there is a
designated norm or inner product on a Banach, respectively Hilbert, space; we
only look at the topology. (As usual, a locally convex vector space is called
Fréchet if it is metrizable and complete.)

Proposition 2.4.2. Let F be a semi-functional space on Q and let P be short
for: metrizable, normable, complete, Fréchet, Banach or Hilbert. Then F is
locally P if and only if for every x € Q) there exists a compact neighborhood K,
of x in Q such that Fk, is P.

Proof: The direct implication is a trival consequence of the fact that € is lo-
cally compact. For the converse implication, note that as a consequence of the
assumption, we can find a collection {K;};c; of compact subsets of £ such that
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Fr, is P for every ¢ € I and such that {int(K;)}ics is an open cover of .
Now let K be an arbitrary compact subset of 2 and let {n;}.c; be a smooth
partition of unity subordinate to {int(X;)},cr (note that since supp(n;) C K;
and closed subsets of compact subsets are compact, the 7; are compactly sup-
ported). Because {supp(7;)}ier is locally finite, we find a finite subset Ik of
I such that supp(n;) N K # 0 if and only if ¢ € Ix. Then {n;}icr, is a finite
partition of unity over K by compactly supported smooth functions on €2, so
on behalf of Lemma 2.3.8, #k is linearly topologically isomorphic to a closed
subspace of [[;c;. FKk/, with K := supp(n;) N K. But, as a consequence of
Proposition 2.3.4, % K is a closed subspace of Fk, for every i € Ik and since
the properties that P can resemble are all inherited by closed subspaces and
preserved under finite products, it follows that Fx is P. O

The previous proposition shows that, despite the difference with topology
and functional analysis, the terminology ‘locally’ is actually very appropriate
here. The idea behind both usages of the word ‘locally’ is also pretty much the
same, only instead of saying something about the existence of neighborhoods
around points of .#, here the word ‘locally’ says something about the existence
of neighborhoods around points of Q.

Ezample 2.4.3. Let {K;}ien be an exhaustion by compacts of 2. Then we find
for every K € Z.(Q) an i € N such that K C K; (see Remark 1.1.13), so by
Corollay A.1.6, {|| - ||k;,0 | ¢ € N} is an inducing collection of seminorms for
% (). Since this collection is countable, €(£2) is pseudometrizable and because
we already know that €(Q2) is Hausdorff' (after all, it is a functional space on
), we see that € () is metrizable. Furthermore, it is a well-known fact that
€ (Q) is complete (the idea is simple: if {¢; }ien is a Cauchy sequence in €(Q),
then {@;(x)}ien is a Cauchy sequence in K for every z € Q and by completeness
of K we get an obvious candidate for the limit), so € () is actually Fréchet. ©

Ezample 2.4.4. By definition %, () is normable and with an argument similar
to the one for () we can prove that 65(2) is complete (see, e.g., [2, page 65]),
so 6,(£2) is Banach.

Claim. €5(2) is a closed subspace of ().

Proof: Let {¢;}ien be a sequence in %5(£2) and ¢ € %(Q2) such that ¢; — ¢
in 6,(£2). We should show that ¢ ‘becomes constant at infinity’. To this end,
let for every i € N, ¢; € K be the ‘limit at infinity’ of ¢;. We are first going to
prove that {¢; };en is a Cauchy sequence in K.

So let £ > 0. Since {y; }ien converges in 65(Q2), it is in particular a Cauchy
sequence, hence we find an N € N such that |[¢; — pjllec < § forall i, j > N.
Now fix 4, j > N. By definition of ¢; and ¢;, we find K;, K; € Z.(Q) such that

€ €
lei — pi(x)] < 3 and |c¢; —¢j(z)] < 3

for all z € Q\ (K;UK). Take any such x (since 2 is not compact, there always
exists one), then

lei = ¢jl < lei — i(@)| + lej — ;i (@) + |pi(@) — @j(2)]
<lei — @i(@)| + |ej — @i (@) + lvi — @il <e.



42 2. Functional spaces on R

Thus {¢; }ien is indeed a Cauchy sequence in K and by completeness of K we
find an ¢ € K such that ¢; — ¢ in K.

Of course, the next step is to show that c is the ‘limit at infinity’ of ¢. So
again let € > 0. Because ¢; — ¢ in 6,(Q2) and ¢; — ¢ in K, we find an N € N
such that [|¢ — @illec < § and |c —¢;| < 5 for all i > N. As a consequence, if
x € Q such that [cy — on(2)| < §, then

lc—p(@)] < |e—cen|+ len —on (@) + (@) — @n ()]
<le—cen|+len —on(@)| + e — oo < e.

In other words, {z € Q | [c — p(z)] > e} C {z € Q| [exy — on(z)] > £} and
since closed subsets of compacts are compact, this finishes the proof. (I

Note that this argument also shows that %, () is a closed subspace of %, ()
(and hence of €;(2)): if all the ¢; in the proof above equal 0, then also ¢ equals

0. Since closed subspaces of a Banach space are again Banach, we conclude that
%0(92) and %;(2) are Banach as well. %)

Ezample 2.4.5. Tt is well-known that LP(2) is Banach for every 1 < p < oo
and that L?(Q) is Hilbert. The nontrivial ingredient is the completeness of
LP(Q), which is often referred to as the Riesz-Fischer Theorem (see, e.g., [13,
Theorem 11.2 and Theorem 11.4]). %)

In addition to the properties that we have as consequence of the fact that
(semi-)functional spaces are locally convex vector spaces, we also have properties
that are more intrinsic to the specific context we are working in.

Definition 2.4.6. Let .# be a functional space on Q2. We say that:

1. Z is invariant if for any diffeomorphism yx: @ — Q, x.: 2/(Q) — 2'(Q)
restricts to a linear topological isomorphism from .%# onto % and

2. F is locally invariant if for any diffeomorphism x: 2 — Q and any com-
pact K C Q, x.«: Z2'(Q) — 2'(Q) restricts to a linear topological isomor-
phism from Fx onto #, (k). @

Definition 2.4.7. Let .# be a functional space on 2. We say that:
1. .7 is normal if 2(Q) is dense in .# and

2. F is locally normal if, for every K € 2.(Q), Fx is contained in the
closure of Z(Q) in .Z. %)

There are two things that should be noted here. First, using the fact that
every diffeomorphism y: Q — Q has an inverse y~': Q — Q which is also a
diffeomorphism and the fact that (x.)™' = (x7!)«, we see that in the definition
of both invariance and locally invariance we can safely replace ‘restricts to a
linear topological isomorphism’ by ‘restricts to a continuous linear map’. And
second, it is important to be aware of the fact that we restrict ourselves to
‘true’ functional spaces (as opposed to semi-functional spaces) for the concepts
of normality and invariance.
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Ezample 2.4.8. Tt is evident that 2() is normal and by Proposition 1.1.15 and
Lemma 1.3.3 also &(£2), &'(Q2) and 2'(f2) are normal. Moreover, according to
[13, Corollary 1 and Corollary 3 on page 159], LP(€2) is normal for 1 < p < oo
and € () is normal. That we do not allow p = oo in the previous sentence
has a good reason: L*°(2) is not normal. The assignment ¢ — [¢] canonically
embeds €,(€2) into L>°(€2) and because the uniform limit of continuous functions
is continuous and not every element of L>() is (the equivalence class of) a
continuous function, we see that %;,(f2) is identified with a closed and proper
subspace of L>®(Q2). Since 2(Q) C %,(Q), this shows that L>°(Q)) cannot be
normal. @

Since 2() = Ug &k (), it is tempting to think that for a normal functional
space .Z on ), &k () is dense in Fk for every K € Z:(2). However, this is
not the case. For example, 2'(R") is normal, but &1 (R") = () is certainly
not dense in the nonempty (2'(R"))0} (which contains for example the famous
delta distribution). This also makes clear why it is not a good idea to define
normality for a semi-functional space 4 on Q by requiring that 2(Q) N ¥ is
dense in 4. After all, if a concept of normality for semi-functional spaces is
available, we would expect to have that a functional space # on € is locally
normal if and only if Fk is normal for every K € Z2.(2). But 2'(R") is clearly
locally normal and we have just seen that Z(R") N (2'(R"))0y = &0 (R?) is
not dense in (2'(R"));03. For the same reason we do not talk about invariance
of semi-functional spaces.

Ezample 2.4.9. Of course 2'(Q) is invariant and from the material in Section 1.7
of the previous chapter we easily deduce that 2(2), £(2) and &'(2) are in-
variant as well. Indeed, if y: 2 — Q is a diffeomorphism, then y. equals
M| det Dx—1) © (X 1)* on &(Q) and Z(£2), which is a continuous linear map from
&(Q) into &(2) and from 2(Q) into 2(), and x. equals the adjoint of the
continuous linear map x*: £(Q2) — &(Q) on &'(Q). @

Ezample 2.4.10. L*(Q) is invariant. To see this, let x: 2 — Q be a diffeomor-
phism. By the change of variables theorem, we have for every [f] € L*(Q)

il

——F O

| det D]
In view of Lemma 1.7.4, this implies that y, maps L'(Q2) into L*(2) and it
subsequently implies that for every [f] € L1(€2)

el = [ |l o

which shows that x, is continuous as map from L' (Q2) into L(€2). %)

X*l

d/\z/|foX*1||detDX*1|d/\=/|f|dA.
Q Q

@:Amw=wm,

Ezample 2.4.11. Tt is not difficult to see that L?(2) is not invariant in general.
(Take, e.g., @ = (0,1), x: (0,1) — (0,1): 2 — 2% and f: (0,1) —» K: z — 2~ 5.
Then [f] € L?((0,1)), while x.[f] ¢ L*((0,1)) because y.f = iz~ is not
square integrable on (0,1).) However, we do have for every 1 < p < oo that
L?(Q) is locally invariant.

To verify this, let x: © — Q be a diffeomorphism and let K € Z2.(Q).
We should check that x. restricts to a continuous linear map from (LP(Q))x
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into (LP(Q))y(x), but because x. always maps distributions with support in
K to distributions with support in x(K) (see Lemma 1.7.3), this boils down to
checking that y. restricts to a continuous linear map from (LP(Q2)) x into LP(12).
For 1 < p < oo this follows from the observation that for every [f] € (LP(Q))k

Tk
o [det Dy

/ det D" 211 d < || det D3I,

iz = |fox P

1 .
q |(det Dy) o x—1|P~ | det D™ | dA =

HX*

while for p = oo it follows from the observation that for [f] € (LP(2))x

<L llse = NI[(| det Dx| 7" f) o x ™ llos
= |I[l det Dx|™* flloo < [l det DxI o lI1f]lloc- %)

We end this section with an easy result that was already suggested by the
terminology. At various points later in the chapter more properties will be
introduced.

Lemma 2.4.12. Let .F be a (semi-)functional space on ) and let P be short
for: metrizable, normable, complete, Fréchet, Banach, Hilbert, invariant or nor-

mal. Then F is P implies F is locally P.

Proof: For the properties that are familiar from the context of locally convex
vector spaces (i.e., the first six properties from the list), this follows because
Fk is a closed subspace of F for every K € Z.(2) and these properties are
automatically ‘inherited’ by closed subspaces (note that .# carries the subspace
topology). Furthermore, for normality the statement is clear and for invariance
it is a direct consequence of Lemma 1.7.3. (|

Remark 2.4.13. In the previous lemma it is assumed to be understood that if
P is short for either invariant or normal, .# is assumed to be a functional space
on (2 rather than just a semi-functional space. %)

2.5 Compact support

Each of the remaining sections of this chapter revolves around its own con-
struction and the interaction of this construction with the previously defined
constructions and properties. Just as the construction # — Fg is a general-
ization of the way in which we obtain &k (£2) from &(Q), the construction that

we introduce in this section is a generalization of the way in which we obtain
2(Q) from &(Q).

Definition 2.5.1. Let % be a semi-functional space on Q. We define Fcomp

to be
U &
KeZ.(Q)
endowed with the inductive limit topology. @

Proposition 2.5.2. Zcomp is a semi-functional space on Q and for every com-
pact subset K of Q, Fx Co Feomp e F. If F is a functional space on 2, then
50 15 Feomp-
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Proof: 1t trivially follows from Lemma 1.4.12 that Fcomp is a linear subspace of
Z, hence of 2'(2). On behalf of Proposition A.3.2, in order to check that the
inclusion Feomp C & is continuous, it suffices to check that .Fx C. .F for every
K € Z.(9). But we already know that this is the case (see Proposition 2.3.2).
Hence Zcomp Cc F Cc /(). That Fx Co Feomp for every K € () is a
direct consequence of the definition of the inductive limit topology.

Let ¢ € 2(€). Because of Proposition 2.3.2, we already know that m,
restricts to a continuous linear map from Zx into Fg Cc Feomp for every
K € Z.(Q). Combining this with Proposition A.3.2 gives that m,, restricts
to a continuous linear map from Feomp N0 Feomp. S0 Feomp is indeed a
semi-functional space on ).

If .7 is a functional space on €2, we can say more. From 2(Q) C. .% and the
fact that every element of 2(Q2) has compact support, we get 2(Q2) C Feomp- To
check that this inclusion is continuous, it suffices to check that &% (2) C¢ Feomp
for every K € Z2.(§2). But this is easy: from &x(Q2) C. 2(Q2) C. .# and the fact
that &k (Q) C Fk we get Ex () Cc Fi and combining this with Fx Co Foomp
gives the desired result. Hence 2(Q) Cc Fcomp and we conclude that Feomp is
a functional space on ). O

Ezample 2.5.8. As announced, we clearly have that 2(Q) = (&(Q))comp- @
Ezample 2.5.4. We easily deduce that for every K € Z2.(Q)

(60(2))x = (Zs(V)kx = (G(Q))x = (¢(Q))xk,
hence

(€0(2)comp = (€5(2))comp = (€5())comp = (€'(2))comp- %)

In the definition of a semi-functional space on §2, we required that for such a
semi-functional space .# the continuous linear maps my,: 2'(Q2) — 2'(Q) with
p € 2(Q) restrict to continuous linear maps from % into #. Without any
additional requirements, the situation turns out to be even better.

Lemma 2.5.5. Let F be a semi-functional space on Q2. For every ¢ € 2(1),
me: D'(Q) — 2'(Q) restricts to a continuous linear map from F into Foomp-

Proof: Let ¢ € 2(Q2) and let K be the support of ¢. Since .# is a semi-functional
space, we already know that m,, restricts to a continuous linear map from .#
into # and since supp(pu) C supp(p) Nsupp(u) C K for every u € &, we find
that m actually restricts to a continuous linear map from # into Fg. Using
Fr Co Feomp completes the proof. g

Because F¢omp by definition carries the inductive limit topology, we already
know that the topology of Fcomp can be characterized as the largest locally
convex topology such that Fx C. Foomp for all K € F.(2). It is however
possible to characterize the topology of Fcomp in a way that is more intrinsic to
the specific setting of (semi-)functional spaces. The key to this is the following
lemma, which is inspired by the just proven fact that for ¢ € 2(Q), m,, can be
regarded as a continuous linear map from .# into Fcomp-
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Lemma 2.5.6. Let ¥ be a semi-functional space on Q, & a locally convex
vector space and T': Feomp — ¥ a linear map. Then T is continuous if and
only if for every p € 2(Q)

Tomy: F =¥
1S continuous.

Proof: Since for every ¢ € 2(2), m,, restricts to a continuous linear map from
F into Fcomp, the direct implication is clear.

Now suppose that T om,: .# — # is continuous for every ¢ € 2(Q2). In
order to prove that T': Feomp — ¥ is continuous, it suffices to prove that T'| Fr
is continuous for every K € Z.(2) (see Proposition A.3.2). So fix K € Z7.,(Q).
According to Remark 1.1.12, we find an ¢ € 2(Q) such that ¢ equals 1 on an
open neighborhood of K. By assumption, we then have that T omg: # — %
is continuous and hence that (T'omy)|,, : Fx — ¥ is continuous. But by
Lemma 1.5.6, myu = u for every u € F. Hence (T omy)|, = T|z,, which
proves that T'|;  is continuous. (]

From this lemma we see that we can characterize the topology of Fcomp as
the largest locally convex topology such that for every ¢ € 2(2), m,, restricts
to a continuous linear map from % into Fcomp. Indeed, if # = Fomp as set
and % carries a locally convex topology such that m,, restricts to a continuous
linear map from % into # for all ¢ € 2(Q), we can apply the above lemma
to T' = id#,,,, to obtain that idz,,, : Feomp — # is continuous and this
precisely means that the topology of Fomp is larger than the topology of #'.

The following lemma and proposition are very similar to Lemma 2.3.5 and
Proposition 2.3.6. Nevertheless, there is also an important difference: in con-
strast to .# — Fg, the construction .# — Fcomp sends functional spaces to
functional spaces. We express this in the proposition below by using our ‘paren-
theses convention’ (see ‘Notation and conventions’).

Lemma 2.5.7. If # and &4 are semi-functional spaces on Q and T: F — G is
a local continuous linear map, then T restricts to a continuous linear map from
Feomp M0 Yeomp.

Proof: We already know that, for every K € £.(Q), T restricts to a continuous
linear map from %k into ¥k (see Lemma 2.3.5). Combining this with the fact
that 9k C¢ Yeomp shows that T restricts to a continuous linear map from Fx
into Yeomp- As a consequence, 1" restricts to a linear map from Feomp into eomp
and because of Proposition A.3.2 this restriction is continuous. (|

Proposition 2.5.8. The assignment F +— Fcomp 5 a functor from the cate-
gory of (semi-)functional spaces on Q to the category of (semi-)functional spaces
on €.

Proof: This follows straight from the previous lemma. After all, if % and ¢
are (semi-)functional spaces on 2 such that & C. ¢, then the inclusion map
F — ¢ is a local continuous linear map and application of the previous lemma
gives ycomp Ce gcomp- O

The ‘interaction’ between the two construction functors that we have seen
so far is simple.
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Proposition 2.5.9. Let .7 be a semi-functional space on Q and K € P.(Q).
Then (egzcomp)}( - jK - (jK)comp-

Proof: Since the assignment # — Fg is a functor, Feomp Cc & implies
(Feomp)k Ce Fr, while Fi Co Foomp together with Lemma 2.3.7 implies

Ik = Frnk = (FK)Kk Cc (Feomp) K-

This proves the first equality. The second equality is also readily proven: because
Y Ce Geomp for every semi-functional space ¢ on 2, we get (by taking ¥ = Fx)

Ik = Fknk = (Fr)k Ce (FK)comp

and the fact that (Fx)x = Frnx Cc Fi for every K' € P.() implies
(FK)comp Cc Fr (use Proposition A.3.2). |

Since we will see quite a few constructions, we are certainly not going to
discuss all possible ‘interactions’ between construction functors. However, at
this point the number of interactions is still limited to three and we get the only
interaction that we have not yet discussed without any effort.

Corollary 2.5.10. For every semi-functional space F on 2
(ycomp)comp = ycomp'

Proof: This follows immediately from the just proven fact that (Feomp)x = Fk
for every K € Z.(Q). O

Ezxample 2.5.11. On behalf of the previous corollary, we have
(2(€0))comp = ((€(£2))comp)comp = (6(€2))comp = Z(L2). %)

Also the next result seems to be a direct consequence of Proposition 2.5.9
at first glance, but we should be careful. While most of the local versions
of the properties for a (semi-)functional space # that we have introduced in
the previous section only depend on the spaces Fx with K € Z2.(Q), local
normality also depends on .Z itself (after all, it depends on the closure of 2(2)
in %#).

Lemma 2.5.12. Let .F be a (semi-)functional space on ) and let P be short
for: metrizable, normable, complete, Fréchet, Banach, Hilbert, invariant or nor-
mal. Then F is locally P if and only if Feomp is locally P.

Proof: For everything but normality this is a direct consequence of the fact that
(ZFeomp)x = Fk for every K € Z.(Q). If P is short for normal, we can also
use this fact, but we should do more.

Suppose that Fcomp is locally normal and fix K € Z.(Q). If u € Fg, then
U € (Feomp)k = FK, s0 by local normality of Fcomp we find a net {;}icr in
2(R) such that ¢; — v in Feomp. Since Feomp Co F, we subsequently get that
wi — uin .%. Hence u lies in the closure of Z(Q2) in .# and we conclude that
Z is locally normal.

Next, suppose that % is locally normal and again take K € £.(Q). If
U € (Foomp)k = Fk, the local normality of .# implies that we find a net
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{@i}tier iIn 2(Q) such that ¢, — u in Z#. Now let » € Z(Q) such that
equals 1 on an open neighborhood of K (see Remark 1.1.12). Then m,, restricts
to a continuous linear map from .% into Feomp (Lemma 2.5.5) and myu = u
(Lemma 1.5.6). Hence ¢o; = myp; — mypu = u in Feomp and since {¢; }ier
is also a net in (), this proves that u lies in the closure of 2(Q) in Feomp
and we conclude that Zomp is locally normal. O

The direct implication from the previous lemma can be seen as the first
example of a result that describes the preservation of properties under a con-
struction functor. After all, it tells us that if .# has the property ‘locally P’ the
result of # under the construction functor & — Fcomp still has the property
‘locally P’, i.e., the property ‘locally P’ is preserved. Because we readily see
that local normality of Fcomp implies normality of Feomp (if Feomp is locally
normal, the closure of Z(2) in Fcomp contains Fx for every K € Z.(2), hence
it also contains Ux Fx = Fcomp), We immediately arrive at our second result
of this type.

Lemma 2.5.13. Let % be a functional space on 2. If F is normal, then Feomp
18 normal as well.

Proof: According to Lemma 2.4.12, the assumption that % is normal implies
that # is locally normal. Lemma 2.5.12 then tells us that Fcomp is locally
normal, which in turn implies that Zcomp is normal. O

As with the interaction of construction functors, we do not have the ambition
to investigate the preservation of every property under every construction; we
restrict our attention to those questions about preservation that arise naturally
when developing the theory or when considering examples.

Remark 2.5.14. Let % be a functional space on 2. By a slight modification of
the steps in Remark 1.1.13 to the more general context of funtional spaces, we
deduce that if {K;}ien is an exhaustion by compacts of Q, U;enF g, endowed
with the inductive limit topology is a strict inductive limit which equals Fcomp
as locally convex vector space. (For the strictness of the inclusion g, C Fk, ,,
we can again use a smooth function with support inside int(K;11) C K;11 that
equals 1 on an open neighborhood of K; because 2(Q2) C .Z.) @

We end this section with a generalization of Lemma 1.1.14.

Lemma 2.5.15. Let # be a functional space on Q. A subset B of Feomp s
bounded if and only if there exists an K € P.(Q) such that B is a bounded
subset of Fk.

Proof: Suppose that B is bounded in Feomp and let {K;};en be an exhaustion
by compacts of Q. Using the previous remark and Proposition A.3.4, we find
that there must be an ¢ € N such that B is a bounded subset of F,.
Conversely, if B is a bounded subset of Fx for some K € Z.(Q), then
Fr Ce Feomp implies that B is bounded in Fcomp because continuous linear
maps send bounded sets to bounded sets. (|
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2.6 Locality

The next construction will play an important role in the fourth chapter where
we make the transition to vector bundles over manifolds.

Definition 2.6.1. Let .% be a semi-functional space on € and let & be an
inducing collection of seminorms for .%. As a set, we define

Floc ={ue 2'(Q) | pu € F for all p € 2(Q)}.
Subsequently, we define for each p € & and ¢ € 2(Q)
Upe: Floc = Riu— plpu).

We easily see that Fi.c is a vector subspace of 2’(2) and that the ¢, ,, with
p € £ and p € (), are seminorms on .. We endow Z),. with the topology
induced by these seminorms. @

Like Zk and Fcomp, Floc 1s again a semi-functional space on €2, but this
time it is more efficient to discuss some important properties of %), before we
prove this.

To begin with, we should note that the topology of % is independent
of the chosen inducing collection of seminorms for .% (an easy consequence of
Corollary A.1.4; just observe that p’ < C Y7 p; implies gy, < C D1 Gp,,0)-
Furthermore, it is clear from the definition of .7}, as vector subspace of 2'(2)
that for all ¢ € 2(Q), m, restricts to a linear map from Fj,. into .# and
because for every p € & and u € F)oc

p(myu) = plpu) = gpo(u),

we even have that my: Foc — F is continuous. Apart from a swap of the
domain and codomain, this looks very similar to the continuity of the maps
My F — Feomp, With ¢ € Z(§), that we have seen in the previous section.
The resemblance between the following lemma and Lemma 2.5.6 confirms this
similarity.

Lemma 2.6.2. Let # be a semi-functional space on Q, Z a locally convex
vector space and T': X — Foc a linear map. Then T is continuous if and only
if for every ¢ € 2(Q)

meoT: X' — F

1S continuous.

Proof: Because for every ¢ € 2(Q), m,, restricts to a continuous linear map
from F,c into %, the direct implication is clear.

Now suppose that my, o T: 2" — Z is continuous for every ¢ € Z(Q), let
& be an inducing collection of seminorms for .% and let

2:={qpp |p€ P and p € 2(0)}

be the associated inducing collection of seminorms for %#),.. Because of the
continuity of m, o T', we find for every ¢ € 2(Q2) and p € & a continuous
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seminorm r on %" such that p((my, o T)(x)) < r(z) for every x € £ (see
Corollary A.1.3). But

p((my o T)(2)) = p(p(Tx)) = gp,o(T),

so we have actually found for every ¢, , € £ a continuous seminorm r on 2~
such that g, ,(Tz) < r(z) for all z € 2" and this proves that T': 2"~ — Fioc is
continuous (again, see Corollary A.1.3). O

From this lemma we see that we can characterize the topology of F,. as
the smallest locally convex topology such that my: Foc — % is continuous
for every ¢ € 2(Q). Indeed, if 2" = Foc as set and 2 carries a locally
convex topology such that m,: & — % is continuous for every ¢ € 2(Q),
we can apply the above lemma to T' = id 2 to obtain that idg : 2~ — Fc is
continuous and this precisely means that the topology of £  is stronger than
the topology of F.. (Compare this to the discussion following Lemma 2.5.6.)
In practice, the following corollary will be very convenient to work with.

Corollary 2.6.3. Let .% be a semi-functional space on 2, 2 a locally convex
vector space and T: X — 2'(Q) a linear map. If for every ¢ € 2(Q), myoT
is a continuous linear map from Z into F, then T is a continuous linear map
from X into Fioc.

Proof: Since p(Tx) = (my o T)(x) € & for all p € Z(Q) and x € £, we see
that im(7T") C Hoc. The continuity now follows from the previous lemma. O

Using this corollary, we easily prove that %, is indeed a semi-functional
space on ) (and a bit more).

Proposition 2.6.4. Let .F be a semi-functional space on Q. Then P 1S a
semi-functional space on  as well and F C. Foc. If F is a functional space
on Q, then so is Foc.

Proof: We first want to show that the inclusion F#,. C 2'(2) is continuous. So
let {u;}icr be a net in Fo. and u € Fo such that u; — u in Foc. Because for
every ¢ € Z(f2), m,, restricts to a continuous linear map from %, into .#, this
implies that pu; — pu in Z for every ¢ € 2(). Using F C. 2'(2) then shows
that pu; — @u in 2'(Q) for every ¢ € 2(2) and on behalf of Lemma 1.5.11 we
conclude that u; — u € 2'(Q). Hence Foe Ce 2'(Q).

Applying Corollary 2.6.3 to the inclusion map F — 2'(Q) directly gives
F C¢ Floc. Combining this with the fact that my, for ¢ € 2(Q), restricts
to a continuous linear map from F, into %, shows that m, restricts to a
continuous linear map from Fo. into Foe. S0 Floc is indeed a semi-functional
space on . If Z is a functional space, then Z2(Q) C. F C. Floc proves that
Floc 18 a functional space as well. O

Ezample 2.6.5. We clearly have (2/(Q))1oc = 2'(Q). Indeed, F C. Floc gives
7' () Ce (2'(2))10c and because (2’ (2))10c is a functional space on €2, we also
have (2'(Q))10c Cc 2'(Q). @

Using a partition of unity, it is possible to embed %), in a product of ‘local
pieces’ of Z.
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Lemma 2.6.6. Let & be a semi-functional space on ), let {n; }ic1 be a partition
of unity on Q consisting of compactly supported smooth functions and let K;
denote the support of ;. Then

T: Proe = | [ Fr: u {muties
i€l

is a linear topological embedding with closed image.

Proof: The idea is to use Lemma A.1.8. So we should prove that Z is continuous
and linear and we should find a continuous linear map P: Hz‘e 1 T, = Floc
such that PoZ =idg,,.

For every i € I, m,, restricts to a continuous linear map from ., into
Z and because supp(n;u) C supp(n;) Nsupp(u) C K; for every u € Floc, we
actually have that m,, restricts to a continuous linear map from F,. into F,.
This shows that every component of Z is a continuous linear map and hence
that 7 is a continuous linear map.

Furthermore, because a partition of unity is a locally finite family of func-
tions, we have that {K;},c;r = {supp(n:)}ier is a locally finite family of subsets
of . As a consequence, every {u;}icr € [[,c; Zk, is a locally finite family of
distributions on 2, so according to Lemma 1.4.19 we have a well-defined map

P: [[Zx. — 2'(Q): {uiticr = > us.

icl iel

It is evident that P is linear and since ), 7; = 1, we have that PoZ = id g, .

In order to prove that P is actually a continuous linear map from [[,.; 7k,
into Hoc, it suflices to prove that m, o P is a continuous linear map from
[lic; Zk, into F for every ¢ € 2(Q) (see Corollary 2.6.3). So fix ¢ € Z(1Q).
Because {K;}icr is locally finite and supp(y) is compact, we find a finite sub-
set I, of I such that K; Nsupp(y) # 0 if and only if ¢ € I,. On behalf of
Lemma 1.5.7, we then have

(my o P)({uitier) = Zmapui = Z MeU;

iel iel,

for every {u;}icr € [[;c; Zk,, thus m, o P is a finite sum of continuous linear
projections into .# composed with continuous linear multiplications on .%, hence
a continuous linear map into .%. O

Because there always exists a partition of unity on €2 that consists of com-
pactly supported smooth functions, the proof of the previous lemma shows us
that an element of %#,. can always be written as the sum of a locally finite
family of elements of Fcomp.

Ezample 2.6.7. (&(2))ioc = &(Q). In order to prove this, we first prove that
(&())10c C E(2). So let u € (E(2))10c- As we have just discussed, we can find
a locally finite family {¢;}icr of elements of (&(€2))comp = Z(£2) such that u
equals >, ;. To be precise, we actually find a locally finite family {uy, }ies of
elements of the subspace of 2'(€2) that we canonically identify with 2() such
that u = ), ; u,,. However, since supp(uy,) = supp(y;), this indeed gives a
locally finite family {¢; }icr of elements of Z(Q2). Because the locally finite sum
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@ = icr @i is locally equal to a finite sum of smooth functions, ¢ itself is a
smooth function and we easily check that >"._; u,, = u,. Hence u = u, and
we conclude that v € &(Q).

To prove that the inclusion (£(€2))1c C &(€2) is continuous, fix K € Z.(Q)
and k € N and let ¢ € 2(9) such that ¢ equals 1 on an open neighborhood of
K. Then we have for every 1 € (&(2))10c C &(£2) that

iel

9] .k = 9]k k

and since || - | k,x is an arbitrarily chosen seminorm from the ‘standard’ inducing
collection of seminorms for &(2) and ¢ — |||k k is a seminorm from the
associated inducing collection of seminorms for (6(£2))ioc, the continuity of the
inclusion follows (see Lemma A.1.2). Because &(Q2) C. (&(2))1oc is automatic
(it is of the form .F C. Zi,c), we are done. @

Ezample 2.6.8. The functional space (L'(£2))1c consists precisely of all ‘almost
everywhere’ equivalence classes of locally integrable functions on . One half
of the proof is easy. If f is a locally integrable function on €2, then ¢f is
integrable for every ¢ € 2(f2) and we easily check that myus = uf,s. Hence
myupy € LY(Q) for all ¢ € 2(Q) and this precisely means that ujs € (L' (Q))1oc.

For the other half we proceed in a similar fashion as in the previous example.
Let u € (L'(£2))10c- Then we find a locally finite family of distributions {uy,) }ic1
with [f;] € L'(Q) such that u = >, ujy,). By replacing f; by some integrable
function that is almost everywhere the same if necessary, we may assume that
supp(upy,)) = supp(f;) (see Remark 1.4.5), hence we obtain a locally finite family
{fi}ier of integrable functions. We readily check that the locally finite sum
[ = > ic; fi is a locally integrable function and that > . u[) = wus, so
u = uy) is indeed a distribution that represents an equivalence class of locally
integrable functions. @

The following lemma is an improvement of Lemma 2.5.5.

Lemma 2.6.9. Let F# be a semi-functional space on Q. For every ¢ € Z(1),
my: 2'(2) — 2'(Q) restricts to a continuous linear map from Fioe into Feomp-

Proof: Fix ¢ € 2(2) and let K be its support. Take ¢y € 2(Q) such that 1
equals 1 on an open neighborhood of K. Then m,, restricts to a continuous
linear map from % into Fcomp (because of Lemma 2.5.5) and m,, restricts to
a continuous linear map from Z,. into % (because of the properties of F,.).
As a consequence, my = My, = My 0 M, restricts to a continuous linear map
from Fioc into Feomp- O

The assignment % — %, is again a functor, but because %, is in general
bigger than .%, the preparatory lemma looks a bit different.

Lemma 2.6.10. If % and & are semi-functional spaces on 2 and
T:9'(Q) — 2'(Q)
is a linear map such that:

1. T restricts to a continuous linear map from F into ¥ and
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2. myoT =T omy forall p € 2(Q),

then T restricts to a continuous linear map from Fioe into Goc.

Proof: Consider T as linear map from %, into 2'(2). For every ¢ € 2(Q), we
have that m,oT = Tom,, as linear map from %1, into 2’(2). Since m,, restricts
to a continuous linear map from %, into .% and T restricts to a continuous
linear map from .# into ¥, we see that my, o T = T o my: Floe — Z'(Q) is
actually a continuous map from %, into ¢4. Applying Corollary 2.6.3 now gives
the desired result. [l

So the natural restriction that the assignment # +— %), puts on the class of
arrows for the category of (semi-)functional spaces on €2 is that the arrows need
to be continuous restrictions of linear maps on the space of distributions that
commute with multiplication by compactly supported smooth functions. Since
every continuous inclusion is a continuous restriction of the identity idg(q) on
2'(2), the class of arrows that we have chosen certainly satisfies this restriction.

Proposition 2.6.11. The assignment F +— Fioc 1S a functor from the category
of (semi-)functional spaces on ) to the category of (semi-)functional spaces on

Q.

Proof: This follows straight from the previous lemma. After all, if .# and
¢ are (semi-)functional spaces on 2 such that # C. ¢, then the identity
idgr(ay: 2'(Q) — 2'(Q) satisfies the conditions of the previous lemma, so
idg(q) restricts to a continuous map from Fo into o and this precisely
means that Foec Ce Goc. O

The following result is the analogue of the first equality of Proposition 2.5.9.

Lemma 2.6.12. Let % be a semi-functional space on Q and K € P.(Y). Then
(fg.loc)K = yK-

Proof: Since & C. %o and the assignment % — F is a functor, we obtain
jK gc (%OC)K'

For the converse inclusion, take ¢ € 2(Q) such that ¢ equals 1 on an open
neighborhood of K. We know that m,, restricts to a continuous linear map
from . into F and because m, is local, this implies that m,, restricts to a
continuous linear map from (Foc )k into Fx (see Lemma 2.3.5). But myu = u
for all u € (Fioc) K, so this actually proves that (Foc)x Cc Fk- O

The analogue of the second equality of Proposition 2.5.9 also holds. How-
ever, it will have a special meaning in terms of a property that still has to be
introduced and therefore we postpone its treatment for a moment. Instead, we
present the analogue of Lemma 2.5.12.

Lemma 2.6.13. Let .# be a (semi-)functional space on ) and let P be short
for: metrizable, normable, complete, Fréchet, Banach, Hilbert, invariant or nor-
mal. Then .F s locally P if and only if Fioc is locally P.
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Proof: For everything but normality this is a direct consequence of the fact
that (Poc)x = Fk for every K € Z.(Q). If P is short for normal, we use an
argument similar to the one that we have used in the proof of Lemma 2.5.12.

Suppose that .# is locally normal and fix K € Z.(Q). lf u € (Fioc)k = Fk,
the local normality of .# implies that we find a net {¢;}icr in 2(Q2) such that
@; — uin .%. Since .% C. Floc, We subsequently get that ¢; — u in Fec.
Hence u lies in the closure of 2(2) in F,. and we conclude that F,. is locally
normal.

Next, suppose that F.. is locally normal and again take K € Z.(Q2). If
u € Fxg = (Poc)k, the local normality of %, implies that we find a net
{pi}tier in 2(Q) such that ¢; — u in Fe.. Now let v € 2(Q) such that
equals 1 on an open neighborhood of K. Then my restricts to a continuous
linear map from F,¢ into F and myu = u. Hence ¢o; = myp; — myu = u
in .% and since {¢;}icr is also a net in Z(€2), this proves that u lies in the
closure of Z(Q2) in .% and we conclude that .% is locally normal. O

We now introduce the promised property.

Definition 2.6.14. Let .# be a semi-functional space on ). We say that % is
local if Pioc = F. %)

Ezample 2.6.15. We have already seen that (2/(Q))ioc = 2'(Q2) and also that
(E(Q))10c = (), so both 2'(Q) and &() are local. @

There are two things that should be noted here. First, since we always have
F Ce Floc, Floc = F is equivalent to Fo. Ce F, hence a semi-functional space
Z is local if and only if Foc Cc #. And second, contrary to the properties
that we have seen so far, there is no notion of ‘locally local’ (which would have
sounded absurd anyway). The most logical definition for ‘locally local’” would
be to call a semi-functional space .# on (2 ‘locally local’ if % is local for every
K € Z.(Q), but it turns out that this is always the case.

Lemma 2.6.16. For every semi-functional space F on Q and all K € Z.(Q),
Fx s local.

Proof: We should show that (Fk)ioe Cc Fi. To this end, we first prove that
supp(u) C K for every u € (Fk)ioc- S0 let u € (Fk)ioc. By definition of
(F K )1oc, we already know that for every ¢ € 2(Q), pu € Fk, hence in partic-
ular supp(pu) C K. Now let x € supp(u). Because {x} is compact, we find an
» € 2(9) such that ¢ equals 1 on an open neighborhood of . By Lemma 1.5.5
we then get x € supp(pu) C K, so we indeed have that supp(u) C K.

Next, let ¥ € 2(Q) such that 9 equals 1 on an open neighborhood of K.
Then m., restricts to a continuous linear map from (Fx )10 into Fx and because
1 equals 1 on an open neighborhood of the support of every u € (Fk)ioc, this
restriction is in fact a continuous linear inclusion. O

The previous lemma actually states that Fx = (Fk )ioc for all K € Z.(Q),
so it is the analogue of the second equality of Proposition 2.5.9 in disguise. Also
the next result, which is equivalent to (Fioc)ioe = Floc, is really a statement
about the interaction of construction functors.

Lemma 2.6.17. For every semi-functional space F on ), Foc is local.
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suffices to prove that for every ¢ € 2(2), m,, restricts to a continuous linear map
from (Fioc)1oc into F. After all, if this is the case, we can apply Corollary 2.6.3
to the inclusion map (Fioe)ioc — Z’(2) to obtain the desired result.

So fix ¢ € 2(Q). Let K be the support of ¢ and take ¢ € 2(Q) such that
equals 1 on an open neighborhood of K. Then m,, restricts to a continuous linear
map from (Fioc)ioc int0 Fioe and my, restricts to a continuous linear map from
Floc into F. As a consequence, my, o m,, restricts to a continuous linear map
from (Fioc)ioc into .. But because of the choice of 1, my 0 my, = My, = my,
so we are done. O

Proof: We should show that (Fioc)ioc Se Floe- In view of Corollary 2.6.3 it

In general, if .# is a semi-functional space on 2, Fcomp Will be smaller than
ZF and . will be larger than .#. Nevertheless, the following two results show
that Zcomp and Foc can be obtained from each other, so in some sense they
contain ‘the same information’.

Lemma 2.6.18. For every semi-functional space F on ), we have
(%oc)comp = jcomp-

Proof: Since .# C. Zoc and the assignment .# +— Feomp is a functor, we
directly obtain Fcomp Cc (Fioc)comp-

For the converse inclusion, (Fioc)comp Cc Feomp, it suffices to prove that
(Froc)k Ce Feomp for every K € P.(Q). But (Fioc)k = Fx according to
Lemma 2.6.12, so this is clear. [l

Lemma 2.6.19. For every semi-functional space F on §), we have

(fg.comp)loc = yloc-

Proof: Since Fcomp Cc F Cc¢ Floc and the assignment F# — F, is a functor,
we directly obtain (Fcomp)ioc Ce (Floc)loc = Floc-

The converse inclusion follows from applying Corollary 2.6.3 to the inclusion
map ¢: Foe — 2'(2). Indeed, by Lemma 2.6.9, m,, o2 is a continuous linear
map from Fioe into Feomp for every ¢ € 2(1), so by Corollary 2.6.3, ¢ is a
continuous linear map from Foc into (Foomp )ioc- O

Apart from the ‘philosophical significance’, these lemmas also have interest-
ing concrete implications.

Example 2.6.20. Using a similar argument as in Example 2.6.7, we find that
% () is local. If we subsequently combine Example 2.5.4 with the previous
lemma, we get

(%0(Doc = (€5(D)oc = (65(2) )10 = (€())10c = €(Q).
So in particular we see that %5 (£2), €s(£2) and 6;,(£2) are not local. @

Example 2.6.21. Using the previous lemma and the already proven fact that
&(Q) is local, we find

(@(Q))loc = ((@@(Q))comp)loc = (@@(Q))loc = g(Q)

So in particular we see that Z(€2) is not local. @
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The latter example has two important consequences, both based on the
following observation: because Z2(2) C. .# for every functional space .# on
Q, we have &(Q) = (Z2(Q))10c Cc Floc for every functional space & on Q and
hence &(Q) C. % for every local functional space % on Q.

Lemma 2.6.22. Let .# be a functional space on Q. Then Feomp is not local
and Feomp 15 strictly smaller than Figc.

Proof: Clearly, Zcomp cannot contain &(£2), so in view of the discussion above
it cannot be local. Moreover, since Fo. does contain &(2), Fioc and Feomp
cannot be equal (actually, because of Lemma 2.6.19, this is equivalent to saying
that Fcomp is not local), thus the inclusion Feomp C Fioc must be strict. [l

Lemma 2.6.23. Let % be a local functional space on 2. Then F does not
allow a continuous norm.

Proof: Suppose that it does. Then we get a continuous norm on &(2) because
&(Q) C. %, which is in contradiction with Corollary 1.1.7. O

Note that as a consequence of the previous lemma, local functional spaces
can certainly not be Banach.

Ezample 2.6.24. The functional spaces LP(2) with 1 < p < co are Banach and
therefore not local. %)

The following proposition generalizes Proposition 1.1.15 and supports the
idea that Feomp and Fioe are not ‘too far apart’. In the proof we use that for
a net {u;};er in Foc and an element u of Foc, u; — u in Foe if and only
if pu; — pu in F for every ¢ € 2(Q), which is a direct consequence of the
definition of Fc.

Proposition 2.6.25. Let & be a semi-functional space on Q. Then Feomp s
sequentially dense in Fioc.

Proof: Let {K;}ien be an exhaustion by compacts of Q and take, for every
1 €N, p; € 2(Q) such that ¢; equals 1 on an open neighborhood of K;. We
claim that for every u € Zo. the sequence {p;u};cn, which is a sequence in
Feomp because of Lemma 2.6.9, converges to u in Fc.

In order to prove this claim we should, as we have just discussed, verify that
Yp;u — Yu in F for every v € 2(Q2). So take ¥ € P(Q) and let K be its
support. As explained in Remark 1.1.13, we find an iy € N such that K C K,
and because the K; are increasing, we in fact have K C K; for every i > 1.
As a consequence, ¢; equals 1 on an open neighborhood of the support of v for
every i > 19, hence ¥p; = 9 for every i > ig. But then certainly ¢p;u = 1pu for
all i > ig, which proves that Yp;u — Yu in .%. O

Corollary 2.6.26. Let .% be a functional space on Q. If F is locally normal,
then Foc 15 normal.

Proof: Looking at the proof of Lemma 2.5.13, we see that the assumption that
Z is locally normal implies that Fcomp is normal. So 2(R) is dense in Feomp,
while Zcomp is in turn dense in #j,c by the previous proposition. Because we
also have the chain of continuous inclusions 2(Q) Cc Feomp Cc Floc, We can
use Lemma A.2.2 to conclude that 2(£2) is dense in F,. O
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Although weaker, it will be useful to capture the following result, which is
of the ‘preservation of a property’ type, in a corollary too.

Corollary 2.6.27. Let . be a functional space on Q. If F is normal, then
Floc 18 normal as well.

Proof: This follows from the previous corollary and the fact that normality of
% implies local normality of .%. O

We finish this section with two results similar to Corollary 2.6.26 that will
be quite useful in the fourth chapter.

Proposition 2.6.28. Let F be a semi-functional space on Q. If F is locally
Fréchet, then o is Fréchet.

Proof: Let {K;};cn be an exhaustion by compacts of €, let {n; };en be a smooth
partition of unity on 2 subordinate to the open cover {int(K;)};en and let K/
denote the support of 7; (note that supp(7;) is a closed subset of K;, hence com-
pact). Because .7 is locally Fréchet, we then have that [ [,y Zk: is a countable
product of Fréchet spaces, hence Fréchet and on the strength of Lemma 2.6. 6,
we have a linear topological isomorphism between #,. and a closed subspace
of [[;en Z. K- Since closed subspaces of a Fréchet space are again Fréchet, the
result follows. O

Proposition 2.6.29. Let .Z be a functional space on Q. If F is locally invari-
ant, then P 1s invariant.

Proof: Let x: Q@ — Q be a diffeomorphism. As discussed after the defini-
tion of invariance, to prove that .#,. is invariant it suffices to prove that
X«: 2'(Q) — 2'(Q) restricts to a continuous linear map from Fo. into Foc.
Since x. certainly restricts to a linear map from %, into 2’(Q2), Corollary 2.6.3
subsequently tells us that it even suffices to prove that for every ¢ € 2(Q),
M, O X+ restricts to a continuous linear map from ., into .

So let ¢ € 2(Q). Then also x*¢ € 2(Q) and supp(x*p) = x~ ' (supp(y))
(see Lemma 1.7.1), hence m,-, restricts to a continuous linear map from Fi,.
into F, ~1 (supp(y)). Moreover, by local invariance of %, x. restricts to a con-
tinuous linear map from 7, -1 (supp(e)) N0 Faupp(p) Se F . As a consequence,
Xx O My, Testricts to a continuous linear map from .. into .# and since
M O Xx = X« O My+y, (see Lemma 1.7.5), we are done. O

2.7 Restrictions to opens

The key feature of local (semi-)functional spaces is that we can ‘restrict’ them to
open subsets. Before we make this precise, note that if U is an open subset of €2,
u€ P2'(U) and ¢ € 2(U), pu can be naturally viewed as an element of 2’(12).
Indeed, clearly pu € &'(U) and since & (U) can be viewed as a semi-functional
space on 2 via exty,o (see Example 2.2.5), we have pu € & (U) C. 2'(0).

Definition 2.7.1. Let .# be a local semi-functional space on €2, & an inducing
collection of seminorms for .% and U an open subset of Q2. As a set, we define

FU)={ueP'(U)|puec F foral p € 2(U)}
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(as explained in the discussion above, u is implicitly identified with its exten-
sion to €2, so pu € .# indeed makes sense and formally means exty o(¢u) € F#).
Subsequently, we define for each p € &2 and ¢ € 2(U)

O F(U) = R: u— p(pu).

We easily see that .Z(U) is a vector subspace of 2'(U) and that the g, ., with
p € & and ¢ € 2(U), are seminorms on % (U). We endow .Z(U) with the
topology induced by these seminorms. @

Remark 2.7.2. Tt depends on the situation whether or not we explicitly write
the ‘identification map’ exty o when we are working with % (U); results often
look nicer if we hide the identifications, but in order to prove these results it is
sometimes convenient to be a bit more verbose. ©

One should note that this definition is very similar to the definition of %#..
Indeed, taking U = Q in fact gives the definition of F,., so thanks to the
assumption that % is local, we have # = Fj,c = F(Q). Moreover, because
of the similarity between the definition of %), and .#(U), a trivial adaption of
the arguments following the definition of %, shows that for every ¢ € 2(U),
my (which is a priori a map from 2'(U) into &' (U), hence from 2'(U) into
2'(2) when implicitly composed with exty q) restricts to a continuous linear
map from .Z(U) into .# and that the topology of .%(U) is the smallest locally
convex topology with this property (so it is in particular independent of the
chosen inducing collection of seminorms for .#). The following results are also
obtained by a trivial adaption of the corresponding statements for %, (that
is, Lemma 2.6.2 and Corollary 2.6.2).

Lemma 2.7.3. Let % be a local semi-functional space on Q, U an open subset
of Q, Z a locally convex vector space and T: X — F(U) a linear map. Then
T is continuous if and only if for every ¢ € P(U)

meoT: X' —F
1S continuous.

Corollary 2.7.4. Let F be a local semi-functional space on Q, U an open
subset of Q, Z a locally convex vector space and T: Z — 2'(U) a linear map.
If for every ¢ € 2(U), myoT is a continuous linear map from Z into F, then
T is a continuous linear map from 2" into F(U).

With the help of the previous corollary, we easily prove that Z(U) is a
semi-functional space on U:

Proposition 2.7.5. Let .% be a local semi-functional space on Q and U an
open subset of Q. Then F(U) is a semi-functional space on U. Moreover, if F
is a functional space on Q, then F(U) is a functional space on U.

Proof: We first want to show that the inclusion .Z#(U) C 2'(U) is continuous.
So let {u;}ier be a net in F(U) and u € F(U) such that u; — w in F(U).
Furthermore, fix ¢ € Z(U). Then exty,q o m,, is a continuous linear map from
F(U) into 7, so extya(pu;) — extyalpu) in F and since F C. 2'(),
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exty.a(pu;) — extya(pu) in 2'(Q2) as well. By applying the continuous linear
restriction map resq y: 2'(2) — 2/(U) and using the identity

resq.u © exty,o = ide/ (1)

(see Remark 1.4.6), we subsequently get that gu; — u in 2'(U). Because this
holds for every ¢ € 2(U), Lemma 1.5.11 gives that u; — u in 2'(U), thus we
indeed have #(U) C, 2'(U).

Next, we should show that for every ¢ € 2(U), m,, restricts to a continuous
linear map from .#(U) into # (U). So fix ¢ € Z(U). Then m,, is a linear map
from Z(U) into 2'(U) such that for every ¥ € 2(U), my 0 my, = My, is a
continuous linear map from % (U) into %, so on behalf of Corollary 2.7.4, m,,
is a continuous linear map from % (U) into .7 (U).

Finally, suppose that 2(Q2) C. Z (i.e., that F# is a functional space on Q)
and let ¢ denote the inclusion map 2(U) — 2'(U). Clearly, for every ¢ € 2(U),
my, 01 is a continuous linear map from Z(U) into 2(U) C. 2(Q) C. .Z, hence
by Corollary 2.7.4, ¢ is in fact a continuous linear map from 2(U) into .Z#(U)
and this precisely means that 2(U) C. #(U). O

So if Z is a local (semi-)functional space on 2, we have for every open subset
U of Q a (semi-)functional space on U that is related to .# in a natural way.
The relevance of this becomes immediately clear if we think of Q as a manifold
and of U as a chart domain; it then morally means that we can restrict % to
chart domains. It is therefore not hard to imagine that precisely this feature
of local (semi-)functional spaces will be very useful to make the transition from
R™ to the setting of vector bundles over manifolds in the fourth chapter.

Proposition 2.7.6. For every open subset U of Q the assignment . — F(U)
is a functor from the category of local (semi-)functional spaces on Q to the
category of (semi-)functional spaces on U.

Proof: Suppose that .# and ¢ are (semi-)functional spaces on Q with .# C. 4.
We already know that for every ¢ € Z(U), m,, restricts to a continuous linear
map from % (U) into # and because # C. ¢, we also have that m,, restricts
to a continuous linear map from % (U) into ¢. Applying Corollary 2.7.4 to the
inclusion map % (U) — 2'(U) then shows that % (U) C. 4 (U). O

The previous proposition shows that the assignment % — % (U) is also a
construction functor, although it is a bit different than the construction functors
that we have seen so far. After all, it creates (semi-)functional spaces on U rather
than on 2 and it is not defined on the entire category of (semi-)functional spaces
on , but only on a subcategory of (semi-)functional spaces with an additional
property. Despite this difference, we have the usual questions about interaction
and the preservation of properties.

Remark 2.7.7. If % is a semi-functional space on Q, K € Z.(Q) and U is an
open subset of 2 that contains K, then % can be viewed as a semi-functional
space on U via

V' T — P2'(U): u— .

Since ¢’ is the restriction of the continuous linear map resq : 2'(2) — 2'(U)
to Fx and Fx C. 2'(Q), v is a continuous linear map. Moreover, due to
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Lemma 1.4.16, u|; = 0 implies u = 0 for every u € Fg, so 7' is also injective.
Now let ¢ € 2(U), let ¢ be the extension by zero to  of ¢ and let u € Fk.
Then mg restricts to a continuous linear map from .Fg into Fx and

(" omg)(u) = (Pu)ly = @ly uly = @ uly = (my 0 2')(u)
(see Lemma 1.5.4). Hence,
" omg =mg o (2.3)

on Fk, which shows that m, (/' (Fx)) C V/(Fk) and that (/)P omy, o0 =
mg is continuous. Putting everything together, we see that all requirements
of Proposition 2.2.4 are met, thus .k can indeed be identified with a semi-
functional space on U via 7. @

Lemma 2.7.8. Let % be a local semi-functional space on Q and U an open
subset of Q. For every K € P.(U), we have

(F(U))k = Tk

Proof: Let p € 2(U) such that ¢ equals 1 on an open neighborhood of K. Then
m,, is a continuous linear map from .# (U) into % that sends (#(U))k into Fx
(see Lemma 1.5.10) and equals the identity (well, actually exty.q) on (F(U))k,
so we obtain (#(U))kx C. Fk.

Next, let /1 Fx — 2'(U) be the ‘inclusion’ map described in the remark
above, let ¢ € Z(U) and let @ be its extension by zero to . Using Lemma 1.5.9
and equation (2.3), we find that

! __ li R _
extygomy ot =extygor omg =mg

on Fg, so exty,n om0 is a continuous linear map from .Fg into Fx C. Z.
According to Corollary 2.7.4 (where exty o is only implicitly present), this im-
plies that ¢’ is a continuous linear map from Fx into % (U). Since Lemma 1.4.9
subsequently tells us that the ‘inclusion’ ¢' actually maps F into (F(U))k,
we conclude that Zx C. (F(U))k.

Corollary 2.7.9. Let % be a local semi-functional space on Q and U an open
subset of Q. Then

(y(U))Comp Ce fg.comp Ce F.

Proof: Due to Proposition A.3.2, it suffices to prove that (#(U))kx C¢ ZFcomp
for every K € Z.(U), which is a direct consequence of the previous lemma and
the fact that Fx Cc Feomp for every K € F(Q). O

One of the properties that is preserved under # — % (U) is locality. How-
ever, the locality of .# is non-optional if we want to apply the construction
functor F — F(U), so we actually see that semi-functional spaces of the form
F(U) are always local.

Lemma 2.7.10. For every local semi-functional space F on Q and every open

subset U of Q, F(U) is local.
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Proof: We should prove that (# (U))ioc Cc % (U) and for this it suffices to prove
that for every ¢ € Z(U), m,, restricts to a continuous linear map from (% (U))1oc
into & (after all, if this is the case, we can apply Corollary 2.7.4 to the inclusion
map (F(U))oe — 2'(U)). So let ¢ € Z(U). Then by Lemma 2.6.9, m,,
restricts to a continuous linear map from (# (U))ioc into (F(U))comp and since
the previous corollary tells us that (Z(U))comp Cc &, My, is also a continuous

linear map from (% (U))ioc into 7. O
Also (local) normality is preserved under .# — Z#(U):

Lemma 2.7.11. Let % be a local functional space on Q and U an open subset
of Q. If F is (locally) normal, then so is F(U).

Proof: Both % and .%(U) are local and since we know that for local functional
spaces normality and local normality are equivalent, it suffices to prove the
‘local’ version of the statement (i.e., the statement that one obtains by removing
the parentheses around the word ‘locally’).

Fix K € Z,(U) and let u € (#(U))x = Fk. Because .Z is assumed to
be locally normal, we find a net {p;}ic; in 2(£2) such that ¢; — u in Z.
Now take ¢ € 2(€) such that 1) equals 1 on an open neighborhood of K and
supp(¥) C U. Then ¢u = u and my,, restricts to a continuous linear map from
F into Fguppy) = (F(U))supp(w) Se F(U). As a consequence, we obtain
that Yp; — u = u in Fgpp(y) and that (Ye;)|,; — v in F(U) (note that
there is implicitly a restriction and an extension map around when we write

Fsupp(v) = (F(U))supp(v))- Since supp(y) € U implies that { (¢p;)|y; bier is a
net in 2(U), this shows that .Z (U) is locally normal. O

Regarding invariance, we even have more than ‘just’ a preservation result; it
turns out that invariance, locality and the concept of ‘restricting .% to U’ work
beautifully together.

Lemma 2.7.12. Let % be a local functional space on 2 and let U and V' be open
subsets of Q. If F is (locally) invariant and x: U — V is a diffeomorphism,
then x«: 2'(U) — 2'(V) restricts to a linear topological isomorphism from
F(U) onto F (V).

Proof: Fix K € #.(U). We will first prove that x. restricts to a continuous
linear map from Fx = (F (U))x into (F(V))y (k) = Fx(k)- For this, we use
the nontrivial fact that for any « € U there exists an open neighborhood U, of x
in U and a diffeomorphism y: £ — € such that Xw|UI = x|UI (see, for example,
[10, Theorem 5.5]). Clearly, {U}zcv is an open cover of K in €, so there
exists a finite partition of unity {ng,...,n,} over K subordinate to {Us}zcv
of compactly supported smooth functions on 2. Now pick for every 0 < i < n
an x € U such that supp(n;) C U, and denote U, by U, and the associated
Xz by xi. Because .Z is invariant (note that since .% is local, invariance and
local invariance are equivalent for .%), (). restricts to a continuous linear map
from % into % for every 0 < i < n and because % is a functional space, we
subsequently find that Y7, m,, (x;)« restricts to a continuous linear map from
Z into %.

We claim that . (or actually exty,gox.oresq ) and Y .- my, (X;)« coincide
on g = (Z(U))k. To prove this, let u € Fx and ¢ € 2(2). Moreover, let
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V be an open neighborhood of K such that " (n;(z) = 1 for every z € V
(the existence of such an open neighborhood is one of the conditions of a finite
partition of unity over K). After wrestling through some details and looking at
Lemma 1.4.15, we see that to establish

n

(Oeet) (9) = Y (m, (xi)w1) ()

i=0

it suffices to prove that ¢ oy and Y, 7;(¢ 0 x;) coincide on V' (note that V' is
evidently a subset of U). Since x|y, = x|y, and supp(n;) C U;, we have that
ni(x)e(xi(z)) = ni(x)p(x(x)) for every z € U and 0 < i < n. So we indeed
have that

(Z ni(ip o xz-)> (@) = > mi(x)e(xi(x) = > mi(x)e(x
1=0 ] 3

= o(x(2)) Y mi(x) = e(x(x)) = (pox)(z)

=0

—~

z))

for every € V. Hence, the restriction of x. to Fx = (F(U))k coincides
with the restriction of the continuous linear map > . my, (xi)«: F — F to
F. As a result, y, restricts to a continuous linear map from Fg into .% and
because supp(x«u) C x(supp(u)) C x(K) for every u € Fk, we conclude that
Xx restricts to a continuous linear map from #x into #, (k).

The remainder of the proof is fairly easy. By symmetry, it suffices to prove
that x. restricts to a continuous linear map from .#(U) into .# (V) and for
this it in turn suffices to prove that for every ¢ € 2(V), my, o x. restricts
to a continuous linear map from % (U) into .# (see Corollary 2.7.4). So let
@ € Z(V). Then x*¢ € Z(U), s0 my~, restricts to a continuous linear map
from .7 (U) into Fgupp(x+ o) = Fx—1 (supp(e)): Moreover, m,ox. = X«0my-, (see
Lemma 1.7.5) and since we have just proven that x. restricts to a continuous
linear map from F, 1 (supp(p)) N0 Fsupp(p) Se F, we indeed get that m, o x.
restricts to a continuous linear map from .# (U) into %. O

Let us put all the ‘preservation information’ about .# — .#(U) in a theorem:

Theorem 2.7.13. Let .# be a local (semi-)functional space on §, let U be
an open subset of Q0 and let P be short for: metrizable, normable, complete,

Fréchet, Banach, Hilbert, invariant or normal. Then F is locally P implies
F(U) is locally P.

Proof: When P is short for: metrizable, normable, complete, Fréchet, Banach
or Hilbert, this is a direct consequence of the fact that (% (U))x = Fk for every
K € Z.(U) (that is, of Lemma 2.7.8). Furthermore, when P is short for invari-
ant, the statement is a consequence of the previous lemma (note that invariance
and local invariance are equivalent for the local spaces .# and .#(U)) and the
case where P is short for normal has already been dealt with in Lemma 2.7.11.0J

Considering the fact that F(Q) = Foc, we see that the following lemma is
a generalization of Lemma 2.6.6.
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Lemma 2.7.14. Let % be a local semi-functional space on 2, let U be an open
subset of Q, let {n;}icr be a partition of unity on U consisting of compactly
supported smooth functions and let K; denote the support of n;. Then

I:%U)— H«?Ki: u— {njutier
il

is a linear topological embedding with closed image.

Proof: The proof is analogous to the proof of Lemma 2.6.6, only minor ad-
justments have to be made. Most importantly, the definition of P should be
modified to [[,c; Kk, — 2'(U): {uitier — > ;c; wily. With this in mind,
all other adjustments should be obvious. (Note that when we do not hide any
identifications, Z(u) should in fact be written as {exty o (niu)}icr.) O

Ezample 2.7.15. We have already seen that &(2) is a local functional space on
Q, so if U is an open subset of 2, we can consider (&(Q))(U). Of course, we
would like to have that (&(2))(U) = &(U), especially because it is customary to
abbreviate &(R™) by &, so we need (&(R"))(U) = &(U) to prevent ambiguity.

Luckily for us, (£(Q))(U) = &(U) indeed holds. In order to prove that
EU) Cc (£(Q))(U), it suffices on behalf of Corollary 2.7.4 to prove that
exty,n © my restricts to a continuous linear map from & (U) into & () for all
v € 9(U), which is indeed the case because the extension by zero of a compactly
supported smooth function is a compactly supported smooth function with the
same || - || x5 norms (with K € £.(U) and k € N). The proof of the converse
inclusion, (&(Q))(U) C. &(U), is similar to the proof of (&(2))0c Cc &(N)
from Example 2.6.7. As a consequence of (the proof of) the previous lemma,
every element of (&(£2))(U) can be written as a locally finite sum of restrictions
to U of elements from &(£2), hence as a locally finite sum of smooth functions
on U. Since locally finite sums of smooth functions are smooth, this proves
that (£(2))(U) C &U). Now if K € Z.(U) and k € N, then we can choose
an ¢ € 2(U) such that ¢ equals 1 on an open neighborhood of K and the
observation that

Q
1%k = vl ., = lextu.a(ed)lli .

for all ¢ € (£(€2))(U) subsequently shows that the inclusion (&(Q2))(U) C &(U)
is continuous. @

Example 2.7.16. Similar to the topic of the previous example, one might won-
der whether or not (2'(Q))(U) = 2'(U) (note that we have already seen that
2'(Q) is local). Since (2'(Q2))(U) is a functional space on U, we directly get
(2'()(U) Cc. 2'(U), while 2'(U) C. (2'(2))(U) is a consequence of Corol-
lary 2.7.4, the fact that m,, is a continuous linear map from 2'(U) into & (U)
for every ¢ € 2(U) and the fact that exty o is a continuous linear map from
&' (U) into &'(Q2) C. 7' (). @

Instead of fixing an open subset U of 2 and talking about the assignment
F — Z(U), we can also fix a local semi-functional space .# on 2 and consider
the assignment U — .% (U), where U runs over the open subsets of 2. The next
two lemmas show that this assignment is a special type of (enriched) sheaf of
distributions over €.
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Lemma 2.7.17. Let .Z be a local semi-functional space on Q and let U and
V' be open subsets of Q0 such that V. C U. The map resy,y: 2'(U) — 2'(V)

restricts to a continuous linear map from F(U) into F (V).

Proof: According to Corollary 2.7.4, it suffices to prove that for every ¢ € 2(V),
exty,gomyoresy,y restricts to a continuous linear map from . (U) into #. So fix
» € 2(V) and let  be its extension by zero to U. We need two identities. First,
thanks to Lemma 1.5.4, m,, oresy,y = resy,v o mg. And, second, Lemma 1.5.9
and the fact that exty.q = extyg o exty,y (see Remark 1.4.6) together show
that

(eXtv_Q o resUﬁv)(u) = (extU@ oextyy o I‘eSUﬁv)(’UJ) = (eXtUﬁgz)(’UJ)

for all w € &'(U) with the property that supp(u) C V. As a consequence of
these identities,

exty o o my o Tesy,y = exty,q oresy,y o mp = exty g o me

(note that for every u € 2'(U), mpu is compactly supported and satisfies
supp(mgu) C V because of Lemma 1.5.3) and since we know that exty o o mg
restricts to a continuous linear map from .7 (U) into .%#, the result follows. [

Lemma 2.7.18. If % is a local semi-functional space on Q, U is an open subset
of Q and {U; }icr is a collection of open subsets of 2 such that U = U;e U, then

I: Z(U) - [[ZW): ur {uly Yier
iel

is a linear topological embedding with closed image and

im(Z) = {{ui}ier € [ [ Z0) | wly,np, = wirly,nu, forali, i €I},
i€l

Proof: Tt is a direct consequence of the previous lemma that Z is well-defined
and continuous. To prove that 7 is in fact a linear topological embedding
with closed image, let {n;};jes be a partition of unity subordinate to {U;}ier
consisting of compactly supported smooth functions on U and choose for every
J € J an i; € I with the property that supp(n;) C U;,;. Using Lemma 1.5.10
and Lemma 1.4.19, we see that

P: Htgz(Uz) — 2'(U): {uitier — ZeXtUij-,U(njh]ij u;;)
i€l jeJ

is a well-defined map and we readily verify that P is linear (just use that the
locally finite sum becomes a finite sum when applied to a test function). More-
over, thanks to Lemma 1.5.4 and Lemma 1.5.9,

(PoZ)(u)= ZextUij.,U(ﬁﬂUij uly, ) = ZextUij,U((WjuﬂUij)

JjeJ jeJ

=anu=u

jeJ



2.7. Restrictions to opens 65

for every u € F(U), so if we can prove that P is actually a continuous linear
map into .# (U), we can invoke Lemma A.1.8 to conclude that Z is an embedding
with closed image.

In order to prove that P indeed has this property, it suffices to prove that
exty,n o my, o P is a continuous linear map into & for all ¢ € P(U) (see
Corollary 2.7.4). So fix ¢ € 2(U). Because ¢ has compact support and
{supp(n;)};es is locally finite, there exists a finite subset J, of J such that
supp(¢) Nsupp(n;) # 0 if and only if j € J,. Using Lemma 1.5.8 and the fact
that exty, o = extyg oexty, .u (see Remark 1.4.6), we then deduce that

(exty,o 0 my o P)({uitier) = Z(eXtU,Q omy)(exty,, .u(njly, wi,))
jed !
=) (extug o exty, v)( (eni)ly,, i)

jET,

= D (exty, go ™ (ony)ly, ) (i)

jET,

for all {u;}ier € [[;c; #(Ui). In other words, denoting the projection from
Hie] y(Ul) onto y(UZ/) by T3/

eXthg oMy © P = E eXtUijyg @) m(‘/’nj)lui, @) 7Ti].
; J
Jj€Jp

and since the right hand side is a finite sum of continuous linear maps into %,
we obtain that exty o o my, o P is a continuous linear map into .%.

So P is indeed a continuous linear map into .% (U) and as a consequence 7
is indeed a linear topological embedding with closed image. It remains to be
shown that this closed image of 7 satisfies

im(Z) = {{ui}ier € [[ Z(0) | us

icl

_ ) ..
v, = Witly,qo, foralli, i’ € I}.

The inclusion ‘C’ is easy; it is a direct consequence of the fact that if u € #(U),
then for all 7, ¢/ € I,

(uly,)

U;NU,, = u|U¢ﬁU,L/ = (u|Ui/) UiNU., .

The inclusion ‘2’ is a bit more work. Let {u;}icr € [[;c; #(U;) such that
Uily, Ay, = Uirly,~p, for all i, 7" € I. First observe that if we can prove that
for every i’ € T

(P{uitien)ly, = uir, (2.4)

we are done. After all, {u;};er = Z(P{u;}ier) if this is the case. To establish
equation (2.4), fix i’ € I and ¢ € 2(Uy) and let J, be the finite subset of J
such that supp(y) Nsupp(n;) # 0 if and only if j € J,. Moreover, let ¢ be the



66 2. Functional spaces on R

extension by zero to € of ¢. Using Lemma 1.4.18, we find

((P{ustien|y, )(9) = (P{uitier) (@) = Z(extUij,U(nﬂUij ui;)) (@)

jeJ

= Z(”ﬂuij ui ) (Pl ) = > uiy ((1;9)

jeJ jeJ,

= > wir(@)ly,) =uwr (Y @)ly,)

jeJ, jed,

= (D m@)ly,) = i (Bly,) = uir(p)- O
Jj€Jp

o)

Remark 2.7.19. There is also a ‘converse’ to the previous two lemmas: if we
have an assignment U — % (U) that associates to every open subset U of Q a

(semi-)functional space .% (U) such that:

1. for all open subsets U and V of © with the property that V' C U, the map

resy,y: 2'(U) — 2'(V) restricts to a continuous linear map from % (U)
into .# (V') and

2. if U is an open subset of Q and {U;}ics is a collection of open subsets of
Q with the property that U = U;c;U;, then

I:FU)— Hﬁ(Ui): u— {uly tier
i€l

is a linear topological embedding with closed image and

im(Z) = {{ui}ier € Hj(UZ) | wily,nw, = wirly,qu, foralli, i’ € I}
icl

(ie., if U — j(U) is a special type of enriched sheaf of distributions over ),
then .Z := .Z () is a local (semi-)functional space on Q and .Z (U) = .Z (U) for
all open subsets U of €. In other words, there is a one-to-one correspondence
between local (semi-)functional spaces on € and special types of enriched sheaves
of distributions over 2. The proof of this converse is not difficult, but because
we do not really need it, we better move on. %)

2.8 Semi-locality

Although local functional spaces have some nice properties and are of signifi-
cant importance, we have also seen that requiring a functional space to be local
is quite restrictive: for example, local functional spaces do not allow a con-
tinuous norm. As a consequence, even one of the most elementary functional
spaces, namely Z(12), does not belong to the class of local functional spaces.
To remedy this, we introduce the concept of being semi-local; a property of
(semi-)functional spaces that is less restrictive than being local, but that is still
strong enough to single out a convenient class of (semi-)functional spaces.
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Definition 2.8.1. Let % be a semi-functional space on 2. We say that .7 is
semi-local if for every ¢ € &(Q2), my,: ' () — 2'(Q) restricts to a continuous
linear map from % into .%. @

In other words, a semi-functional space is semi-local if the second require-
ment in Definition 2.2.1 holds for all smooth functions rather than only for the
ones with compact support. This seems very natural to ask for and in some
sense semi-locality is indeed a more natural notion than locality: it has this
nice intrinsic formulation, it will naturally pop up in various places and we will
see that, contrary to the class of local functional spaces, the class of semi-local
functional spaces is closed under all construction functors that we encounter
(i.e., semi-locality is always preserved under such functors).

But why do we call this property ‘semi-local’? Well, while on first sight
there is no apparent relation between semi-locality and locality, the properties
are actually quite similar. This becomes clear by discussing the ‘alternative
approach’ for introducing semi-locality, which starts with the introduction of
another construction.

Definition 2.8.2. Let .# be a semi-functional space on € and let & be an
inducing collection of seminorms for .#. As a set, we define

Fsomi = {u € 2'(Q) | pu € F for all p € £(N)}.
Subsequently, we define for each p € & and ¢ € £(Q)
Op,p: Fsemi — R:u — p(pu).

We easily see that Feem; is a vector subspace of 2'(2) and that the g, with
p € & and p € £&(Q), are seminorms on Fgemi- We endow Fgemi with the
topology induced by these seminorms. @

If we compare this definition to the definition of #,., we see that there is
only one difference: () is replaced by &(€2). By replacing 2(Q2) by &(Q2) in
the arguments following the definition of %1, we then obtain that for every
@ € &(9), m, restricts to a continuous linear map from Feemi into & and
that the topology of Feem; is the smallest locally convex topology with this
property (hence it is in particular independent of the chosen inducing collection
of seminorms for .%). In the same manner (that is, by replacing 2(2) by £(f2)),
we obtain the following results.

Lemma 2.8.3. Let ¥ be a semi-functional space on Q, Z a locally convex
vector space and T: X — Fyemi a linear map. Then T is continuous if and
only if for every ¢ € &(Q)

meoT: X' —F
1S continuous.

Corollary 2.8.4. Let .% be a semi-functional space on 2, X a locally convex
vector space and T: 2 — 2'(Q) a linear map. If for every ¢ € £(N), myoT
is a continuous linear map from Z into F, then T is a continuous linear map
from Z into Fsomi-
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However, not everything can be realized by just replacing Z(Q2) by &().

Proposition 2.8.5. Let F be a semi-functional space on Q. Then Fsem; 18
a semi-functional space on  as well and Feomp Cc Fsemi Sc F. If F is a
functional space on Q, then s0 is Fsemi-

Proof: Because 1 € &(2) (that is, the constant 1 function), m; restricts to a
continuous linear map from e into % and since miu = u for all u € Fyemi,
this restriction is in fact a continuous linear inclusion. Hence Fyemi Cc % .

To prove that Feomp Ce Feemi, it suffices to prove that for every ¢ € &(Q),
my, Testricts to a continuous linear map from Feomp into #. After all, if this
is the case, we can apply Corollary 2.8.4 to the inclusion map Fcomp — 2’ (Q2)
to get the desired result. But according to Proposition A.3.2 it then suffices to
prove that for every ¢ € &(2) and K € (), my restricts to a continuous
linear map from Zg into #. So fix ¢ € &£(Q) and K € F(Q2) and let ¢ € 2(Q)
such that ¢ equals 1 on an open neighborhood of K. Then ¢ € Z(Q), 50 My
restricts to a continuous linear map from % into % and because myy equals
my, on Fg, we find that m, indeed restricts to a continuous linear map from
Fk into Z.

It now easily follows that Fem; is a (semi-)functional space on 2. First of
all, combining Fsemi Ce ¥ and F C. 2'(Q) gives Fsomi Se 27(). Next, if
v € 2(Q), then m,, restricts to a continuous linear map from # into Fcomp
and using Feemi Ce ¥ and Feomp Ce Fsemi then shows that m, restricts to
a continuous linear map from F e into Fyemi- Finally, if & is a functional
space, then Zcomp is a functional space, so Z2(2) Cc Feomp Cc Fsemi and we
conclude that Fge; is a functional space as well. O

Following the analogy with %, and locality, in the ‘alternative approach’
for introducing semi-locality we declare a semi-functional space . on € to be
semi-local if Femi = F. On behalf of the following proposition, the direct and
alternative approach result in the same notion.

Proposition 2.8.6. Let F be a semi-functional space on Q. Then F is semi-
local if and only if Fsemi = F .

Proof: Suppose that # is semi-local, i.e., that m, restricts to a continuous
linear map from % into & for every ¢ € &(Q)). By applying Corollary 2.8.4 to
the inclusion map F — 2'(Q), we then get # C. Feemi and since we always
have Fgemi Ce ¥, we obtain Fgemi = F.

Next, suppose that Feemi = # and let ¢ € £(2). As we have discussed, m,,
restricts to a continuous linear map from %, into .%, hence to a continuous
linear map from % = Fyoy; into .%. So .% is semi-local. O

So there is indeed a striking similarity between semi-locality and locality.
However, the terminology does not just suggest that the properties are similar:
the use of the prefix ‘semi’ indicates that semi-locality is a weaker property
than locality, something which we also proclaimed in the first paragraph of this
section. Before we verify this, let us observe that a trivial adaptation of (the
proof of) Lemma 2.6.10 and Proposition 2.6.11 gives:

Lemma 2.8.7. If % and ¢4 are semi-functional spaces on Q2 and

T: 2'(Q) — 2'(Q)
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is a linear map such that:
1. T restricts to a continuous linear map from F into 9 and
2. myoT =T omy for all p € £(N),

then T restricts to a continuous linear map from Femi nto Gsemi-

Proposition 2.8.8. The assignment F +— Fyemi 18 a functor from the category
of (semi-)functional spaces on  to the category of (semi-)functional spaces on

Q.

The fact that locality is a stronger property than semi-locality is a conse-
quence of the following result, which can now be seen as another example of a
statement about the interaction of construction functors.

Lemma 2.8.9. For every semi-functional space % on 2, we have
(fg.loc)semi = fg.loc-

Proof: The inclusion (Floc)semi Sc Floc is of the form Gemi Cc ¢, hence au-
tomatic. So it suffices to prove Fioc Ce (Floc)semi- 10 this end, observe that
for every ¢ € 2(2) and ¢ € £(2), my, 0 my, = Mgy restricts to a continuous
linear map from %, into #. By Corollary 2.6.3, this implies that for every
P € &(Q), my restricts to a continuous linear map from Fioc into e, which
by Corollary 2.8.4 in turn implies that the inclusion F,. — 2'(Q) is actually

a continuous linear map from Foc into (Fioc)semi- O

Proposition 2.8.10. Let . be a semi-functional space on Q. If F is local,
then Z is also semi-local.

Proof: Because # is local, we have %), = %, hence using the previous lemma
we get g\scmi == (%oc)scmi == jloc =7. O

Strictly speaking, the just proven fact that locality implies semi-locality does
not yet prove that locality is ‘stronger’ in the normal linguistic sense of the word;
after all, the properties still might be ‘of equal strength’. Of course, this is not
the case (otherwise we would not have bothered to introduce semi-locality) and
this becomes clear if we consider Fcomp.-

Lemma 2.8.11. For every semi-functional space F on 0, Feomp 15 semi-local.

Proof: Let ¢ € £(Q). In the proof of Proposition 2.8.5, we have already seen
that for every K € Z.(§2), my, restricts to a continuous linear map from .#g into
F. Because my maps Fg into Fx and Fx Cc Feomp, this implies that my,
restricts to a continuous linear map from Fx into Feomp for every K € Z;(Q)
and application of Proposition A.3.2 subsequently shows that m., restricts to a
continuous linear map from Fomp into Feomp- [l

This result is in sharp contrast with the situation for locality. After all,
we have seen that a for a functional space .# on §, Feomp is never local. So
semi-locality is indeed less restrictive (i.e., really ‘weaker’) than locality (for
example, Z(2) = (&(Q))comp is semi-local but not local) and we see that the
assignment # — Feomp is an example of a construction functor under which
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the class of semi-local functional spaces is closed while the class of local func-
tional spaces is not. Furthermore, contrary to local functional spaces, semi-local
functional spaces are not bothered by the restriction of not allowing continuous
norms: () is a semi-local functional space on Q and the continuous inclu-
sions 2(2) C. LP(Q) for 1 < p < oo provide Z(£2) with infinitely many different
continuous norms.

Now that it is clear and proven that there is a very important difference
between locality and semi-locality, we end with two more analogues of results
from the previous section. The first one, which is analogous to Lemma 2.6.16,
explains why we do not have a notion of ‘locally semi-local’ and the second
one, which is analogous to Lemma 2.6.17, tells us that the construction functor
F +— Fsemi always produces semi-local spaces.

Lemma 2.8.12. For every semi-functional space F on Q and all K € Z.(Q),
Fi is semi-local.

Proof: By Lemma 2.6.16, #x is local, so as a consequence of Proposition 2.8.10
it is certainly semi-local. (Il

Lemma 2.8.13. For every semi-functional space F on 0, Fyemi is semi-local.

Proof: Let ¢ € &(£2). On behalf of Corollary 2.8.4, in order to prove that m.
restricts to a continuous linear map from Fyop; into Fyemi, it suffices to prove
that for every ¢ € &(Q), my, 0 My = My restricts to a continuous linear map
from Feemi into .Z. But for every ¢ € &(Q), pip € &(2), so this is clear. O

2.9 Positive powers

A key example of functional spaces are the famous Sobolev spaces. These
Sobolev spaces are usually defined ‘in terms of’ the spaces LP(§2) for 1 < p < oo
and the construction that we introduce in this section generalizes the procedure
in which the Sobolev spaces of non-negative integer order are obtained from the
spaces LP(£2) to arbitrary (semi-)functional spaces.

Definition 2.9.1. Let % be a semi-functional space on 2, & an inducing
collection of seminorms for .% and k € N. As a set, we define

FF={uec 2'(Q)| 0 e Z for all |a| < k+ 1}.
Subsequently, we define for each p € &

pe: FF S Ru— Z p(0%u).
|| <k+1

We easily see that #* is a vector subspace of 2'(Q) and that the pj, with
p € &, are seminorms on .Z*. We endow .Z* with the topology induced by
these seminorms. %)

Remark 2.9.2. Tt might seems strange to write |a] < k + 1 instead of |a| < k.
However, later on k will be allowed to equal co and in that setting |a| < k + 1
will still have the right meaning, while |a| < k would not. @
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It should be noted that there is a clear similarity between the definition of
F* and the definitions of Fioc and Feemi, which becomes even more clear if we
observe that the collection {p, | |a| < k+1}, with po: F* — R: u — p(9°u), is
also an inducing collection of seminorms for .#* (an easy consequence of Corol-
lary A.1.4). Therefore, by arguments completely analogous to the ones after the
definition of .Z,c, we deduce that that the topology of .#* is independent of the
chosen inducing collection of seminorms for . and that for every |a| < k + 1,
0% restricts to a continuous linear map from .#* into .%. Furthermore, we have
analogues of Lemma 2.6.2/Lemma 2.8.3 and Corollary 2.6.3/Corollay 2.8.4.

Lemma 2.9.3. Let % be a semi-functional space on Q, k € N, 2" a locally
convex vector space and T: X — F* a linear map. Then T is continuous if
and only if for every |a| < k+1

0%oT: X — F
1S continuous.

Proof: Because for every |a] < k+ 1, 0 restricts to a continuous linear map
from .Z* into ., the direct implication is clear.

Now suppose that 0% o T': 2" — .Z is continuous for every |a| < k + 1, let
& be an inducing collection of seminorms for .% and let

Py = {pr | p € P}

be the associated inducing collection of seminorms for .#*. Because of the
continuity of 9% o T', we find for every |o| < k + 1 and p € & a continuous
seminorm 7y, o on 2 such that p((0® o T')(z)) < rpo(x) for every x € 2 (see
Corollary A.1.3). But then r, := Z|a‘<k+1 Tp,a is also a continuous seminorm
on £ and

pr(T) = > p@*(Tx))= Y p((@cT)(@) < Y rpalz)=ry)

la|<k+1 la|<k+1 || <k+1

So we have actually found for every p; € &% a continuous seminorm r, on 2’
such that py(Tx) < rp(z) for all # € 2 and this proves that T: 2~ — FF is
continuous (again, see Corollary A.1.3). O

Corollary 2.9.4. Let % be a semi-functional space on Q, k € N, 2" a locally
convex vector space and T: X" — D' () a linear map. If for every o] < k+1,
0%oT is a continuous linear map from 2 into F, thenT is a continuous linear
map from 2 into FF*.

Proof: Since 0%(Tx) = (0% o T)(x) € & for all |a| < k+ 1 and x € 27, we see
that im(T) C .Z*. The continuity then follows from the previous lemma. [

Similar to what we have for . and Fyemi, the topology of .Z* is the
smallest locally convex topology such that 9% : .#* — .Z is continuous for every
la| < k+1. Indeed, if 2" = .Z* as set and 2" carries a locally convex topology
such that 0%: 2" — % is continuous for every |a| < k + 1, we can apply the
above lemma to T = id ¢~ to obtain that idg : 2 — ¥ is continuous and this
precisely means that the topology of 2" is stronger than the topology of .Z*.
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Proposition 2.9.5. Let . be a semi-functional space on 2. Then for every
k €N, .Z* is a semi-functional space on Q as well. Furthermore, F*+t1 C. .FF,
FO0 = .F and if F is a functional space on Q, then so is FF*.

Proof: Application of Corollary 2.9.4 to the inclusion map .#* < 2’(£2) imme-
diately shows that #* C. .Z* for all £ < k, hence in particular F*+1 C. F*
and FF C. #° Moreover, it is clear from the definition of #* that #° = %
and using this, we obtain .#* C. #° =% C. 2/(Q).

Next, fix ¢ € Z(Q). To prove that m,, restricts to a continuous linear map
from .Z* into .F*, we consider m, as a linear map from F* into 2'(Q2). We
easily deduce that for every |a| < k+1

9% omy, = Z (g) Mga-sy © 0

B<a

is a continuous linear map from .#* into .#. After all, for every § < «, we
have |3] < |a| < k+ 1, so 9P is a continuous linear map from F* into .7,
while mga-s,, is a continuous linear map from .# into . since 0P € 2(1).
Application of Corollary 2.9.4 now gives that m,, indeed restricts to a continuous
linear map from .Z* into .#*, so .#* is indeed a semi-functional space on .
If % is a functional space on €2, then 2(Q) C. %, so for all |a|] < k + 1,
0%: 72'(Q) — 2'(92), which a priori restricts to a continuous linear map from
2(Q) into 2(Q), in fact also restricts to a continuous linear map from 2(2) into
Z. Applying Corollary 2.9.4 to the inclusion map 2(2) — 2’(Q) then shows
that 2(Q2) C. #* and we conclude that .Z* is a functional space as well. [

Before we move on, let us look at some examples.
Ezample 2.9.6. For every k € N and 1 < p < oo, (LP(Q))* equals
{ue 2'(Q) | 0% € LP(Q) for all a < k}
and its topology is induced by the norm
(L2 = Reurs > [[0%ullp,
o<k

where || - ||, is the usual norm of LP(€). Since this is one of the common
definitions of the Sobolev space W*P(Q), we see that W*?(Q) = (LP(Q2))* and
in particular that W*?(Q) is a functional space on . Of course this is no
surprise; like we have already said, we have actually based the definition of .#*
on the way in which W*?(Q) is defined from LP(Q). For 1 < p < 0o

(LP@)F = Reurms | D (10%ullp)”

lo| <k
is a different but equivalent norm on W*P(Q) that is also commonly used. ©

Ezample 2.9.7. We easily deduce that for every k € N, (2(Q))* = 2(Q),
(E(Q)F = &(Q) and (2'(Q))k = 2'(Q). %)
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Ezxample 2.9.8. Since for every k € N, a distribution whose partial derivatives
with order strictly less than k 4+ 1 are equal to continuous functions is equal to
a C* function (see [4, Proposition 5.9.1]), we see that for every k € N, (¢'(Q))*
is equal to the vector space €*(Q2) of C* functions on Q. The latter does not
carry a topology yet, but from now on we will assume that it is equipped with
the topology of (%(€2))*, which allows us to write €*(Q) = (€(Q2))*. @

Ezample 2.9.9. Let k € N. Then (4,(f2))* coincides with the vector space of
those C* functions on  whose partial derivatives up to order k are bounded
and we define 6 (Q) := (4,(Q))*. Similary, (%,(Q2))* coincides with the vector
space of C* functions on € whose partial derivatives up to order k ‘vanish
at infinity’ and we define € (Q) = (%o(2))*, while (%,(Q))* coincides with
the vector space of C* functions on € whose partial derivatives up to order k
‘become constant at infinity’ and we define €% (Q) := (€:(Q))*. If Q@ = R", we
can say something more about €%(Q): it easily follows that for an element of
€*(R™) the partial derivatives up to order k that have nonzero order actually
vanish at infinity (i.e., ‘their constants’ must equal zero). @

So far we have restricted ourselves to k& € N when speaking about .Z*.
However, it is also possible to allow k = co.

Definition 2.9.10. Let % be a semi-functional space on 2 and let & be an
inducing collection of seminorms for .#. As a set, we define

F*={ue 7' (Q)|0%ue.F forall o] < oo} =[] Z".
k=0

Subsequently, we define for each p € & and k € N

pr: F - R:uw Z p(0%u).
|| <k+1

We easily see that Z#°° is a vector subspace of 2’(2) and that the pi, with
p € & and k € N, are seminorms on .#*°. We endow .%°° with the topology
induced by these seminorms. @

In a similar way as before, we see that the topology on #°° is independent
of the chosen inducing collection of seminorms for .%, that for all |a| < oo,
0v: 2'(Q) — P'(Q) restricts to a linear map from #* into .# and that F
is equipped with the smallest locally convex topology such that 9%: F*° — %
is continuous for every |a| < oo. In addition, when looking at the proof of
Lemma 2.9.3, we see that only minor adjustments are necessary to show that
this lemma also holds for & = co. As a consequence, we have the following
improved version of Corollary 2.9.4.

Corollary 2.9.11. Let F be a semi-functional space on Q, k € Ny, Z a
locally convex vector space and T: X — 2'(Q) a linear map. If for every
la| < k+1, 8% o T is a continuous linear map from Z into F, then T is a
continuous linear map from 2 into FF.

An easy adaption of the proof of Proposition 2.9.5, using Corollary 2.9.11
instead of Corollary 2.9.4, subsequently gives:
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Proposition 2.9.12. Let % be a semi-functional space on Q). Then F° is a
semi-functional space on 0 as well and F> C. .F* for every k € N. If F is a
functional space on Q, then so is F°.

So for every functional space . on 2, we have a nice chain of continuous
inclusions

D) Ce FXCe... C TN FN .. Co TS F C7'(Q)
(if Z is only semi-functional, we have to remove ‘Z(Q2) C.”).

Ezample 2.9.13. We easily verify that (€(2))*° = &(Q). Moreover, we can
extend the definitions of €*(Q2), €5 () and €*(Q) to k = co. Then 6 °(Q2)
becomes the space of smooth function on  with bounded partial derivatives
and 6§°(Q2), respectively €2°(§2), becomes the space of smooth functions on 2
whose partial derivatives ‘vanish at infinity’, respectively ‘become constant at
infinity’. @

Of course, the assignment .# — .Z* is a functor.
Lemma 2.9.14. If % and &4 are semi-functional spaces on §2 and
T:2'(Q) — 2'(Q)
is a linear map such that:
1. T restricts to a continuous linear map from F into Y and
2. 0% T =T o00% for all multi-indices
then for all k € Noo, T restricts to a continuous linear map from F* into G*.

Proof: Consider T as linear map from .Z* into 2/(Q). For every |a| < k+1, we
have that 9% oT = T'09“ as linear map from .F* into 2’ ({2). Since 9° restricts
to a continuous linear map from .Z* into .# and T restricts to a continuous
linear map from .Z into ¢, we see that 9% o T = T 0 9%: FF — 2'(Q) is
actually a continuous linear map from .#* into 4. Applying Corollary 2.9.11
now gives the desired result. O

Proposition 2.9.15. For every k € N, we have that the assignment F +— FF
is a functor from the category of (semi-)functional spaces on §) to the category
of (semi-)functional spaces on €.

Proof: This follows straight from the previous lemma. After all, if .% and
% are (semi-)functional spaces on  such that # C. ¢, then the identity
idg(q): 2'(Q) — 2'(Q) satisfies the conditions of the previous lemma, so
idgr(q) restricts to a continuous map from % k¥ into ¥* and this precisely means
that F* C. @ O

The interaction of two construction functors of the type .# — .Z* looks very
pretty and natural.

Lemma 2.9.16. For every semi-functional space F on Q and all k,{ € Ny,
we have

(yk)é — yk-i—f'



2.9. Positive powers 75

Proof: For every |a| < k+ £+ 1, we can find multi-indices 8 and + such that
lal = 18|+ 17|, 18] < k+1, |7] <€+ 1and 0% = 9° 0 97. Then 97 restricts to
a continuous linear map from (F*)¢ into .Z#* and 97 restricts to a continuous
linear map from .Z* into .Z, so we see that 0% = %09 restricts to a continuous
linear map from (.#*)¢ into .Z for every |a| < k+¢+1. Applying Corollary 2.9.11
to the inclusion map (#*)* — 2'(Q2) now gives (F*)! C. FF+t

To prove the converse inclusion, .Z*¢ C. (F*)¢, we will use Corollary 2.9.11
twice. First observe that, because of this corollary, it suffices to prove that 97
restricts to a continuous linear map from .F**¢ into .F* for every |y| < £+ 1.
But, again thanks to Corollary 2.9.11, in order to prove that 97 restricts to
a continuous linear map from .Z*+¢ into .Z* it suffices to prove that 9° o 97
restricts to a continuous linear map from .F**¢ into .Z for every || < k + 1.
Since 9% 0 97 equals 9% for some multi-index a with |a| = |8 + |y| < k+£+1,
this is clear. O

Also the interplay between the spaces .#* and the partial derivatives 0% is
very natural, which is actually one of the main reasons for introducing .#*.

Proposition 2.9.17. Let F be a semi-functional space on Q and k € Ny,. For
al o] <k+1and|a] <L <k+1,0% 2'(Q) — 2'(Q) restricts to a continuous
linear map from F* into F+—*,

Proof: By the previous lemma, .Z#* = Z(k—lel+lal — (gk=lel)lel Qo for every
18] < |a| + 1, 7 restricts to a continuous linear map from .F* = (FF-lal)lal
into .Z*~lel. Since clearly |a| < |a| + 1, we in particular have that 9% restricts
to a continuous linear map from .Z* into .Z*~1¢l and because .F+—lol C, Fh—t
(after all, k — £ < k — |a|), the result follows. O

As a direct consequence, every differential operator on 2 with constant co-
efficients and order ¢ € N restricts to a continuous linear map from .#* into
FF=t for every k € Ny, with ¢ < k. Because of the ‘multiplication axiom’ of
semi-functional spaces, the same is true for differential operators whose coeffi-
cients are compactly supported and if .# is semi-local, the statement even holds
for all differential operators on ).

Of course, it is very elegant that differential operators (of a special type) can
be viewed as continuous linear maps between semi-functional spaces of the form
F*. However, this would still be of limited value if we cannot guarantee that
the spaces .Z* are ‘good enough’ to work with. So we would like to have that
for a ‘nice’ (semi-)functional space .# on Q, the .Z* are also ‘nice’. In other
words, we would like to have some results about the preservation of properties
under . — Fk,

Lemma 2.9.18. Let ¥ be a semi-functional space on Q and k € Noo. If F is
metrizable, then F* is metrizable as well.

Proof: Because semi-functional spaces are always Hausdorff, a semi-functional
space is metrizable if and only if there exists a countable inducing collection of
seminorms. So suppose that &2 is a countable inducing collection of seminorms
for . and let &, be the associated inducing collection of seminorms for .#*. If
k # 00, P, = {pk | p € P}, thus | P| < |Z| and P, is countable. If k = oo,
P ={pe|pe P and £ € N} = Ugen{ps | p € &}, which is a countable union
of countable sets, hence countable. O
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Lemma 2.9.19. Let F be a semi-functional space on Q and k € N. If F is
normable, then F* is normable as well.

Proof: If || - || is a norm on .% which induces the topology of .%, then || - |k
is a norm on .#* which induces the topology of .#* (note that |jul/; = 0 in
particular implies |lu|| = 0). O

Lemma 2.9.20. Let % be a semi-functional space on Q and k € N. If the
topology of F is induced by an inner product, then the topology of F* is induced
by an inner product as well.

Proof: Let (- | ) be an inner product on .% which induces the topology of .%.
This means that the norm

I-1: F = R:u— /{u|u)

induces the topology of .#. Hence, by definition of .#*, the norm

|- lle: F* = R:u— Z V(0% | 0vu)

|| <k+1
induces the topology of .#* and we easily check that

(] Ye: FEx FF S K (u,0) — Z (0%u | %)

la|<k+1
is an inner product on .#* whose associated norm is equivalent to || - ||z (for the
latter statement, it is convenient to use the fact that on Euclidean space the
Manhattan norm and Euclidean norm are equivalent). (]

Remark 2.9.21. Let k € Ny. It is a trivial consequence of the definition of .Z#*
that for a net {u;};er in .#* and an element u of .#*, u; — u in F* if and only
if 0%u; — 0% in F for every |o| < k + 1. @

Proposition 2.9.22. Let .% be a semi-functional space on Q and k € N,. If
Z is complete, then F* is complete as well.

Proof: Let {u;}ics be a Cauchy net in .Z#*. Because for every |a| < k + 1, 9%
is a continuous linear map from .Z* into .#, {0%u;}ics is a Cauchy net in .F
for every |a| < k4 1 (see Lemma A.1.7). So using the completeness of .#, we
find for every |a] < k+ 1 an v, € % such that 0%u; — v, in # and since
F C. 2'(), we also have 0%u; — v, in 2'(Q).

Now let 0 be the multi-index with all entries equal to zero and take u := vg.
We then have that u; = 0%; — vy = u in 2’'(Q) and because for every multi-
index a, 9%: 2'(Q) — 2'(Q) is continuous, we find that 0%u; — 0% in 2'(2)
for every |a] < k4 1. But we already had that 0%u; — v, in 2'(Q), so by
Hausdorflness of 2'(2) we conclude that 0%u = v, € Z for all |a| < k+ 1.
This shows that v € .#* and, when combined with the fact that 0%u; — vq
in %, that 0%u; — 0% in .F for every |a| < k + 1, which on behalf of the
preceding remark means that u; — u in .F*. (]

Corollary 2.9.23. Let F be a semi-functional space on ) and k € Noo. If F
is Fréchet, then F* is Fréchet as well.
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Corollary 2.9.24. Let F be a semi-functional space on Q2 and k € N. If F is
Banach, then F* is Banach as well.

Corollary 2.9.25. Let F be a semi-functional space on Q2 and k € N. If F is
Hilbert, then F* is Hilbert as well.

So for the ‘topological vector space properties’ the results are very nice and
we can use these results to effortlessly prove some properties of a few of our
favorite examples.

Ezample 2.9.26. For every k € N, €%(Q) = (¢ (Q))* is Fréchet and we also have
that &(Q) = (€(Q2))* is Fréchet (use Example 2.4.3). @

Ezample 2.9.27. For every k € N, €F(Q), €F(Q) and 4} (Q2) are Banach and
€0 (), €°(Q) and 65°(2) are Fréchet (use Example 2.4.4). @

Ezample 2.9.28. For every k € N and 1 < p < oo, the Sobolev space W*P(Q)
is Banach and W*2(Q) is even Hilbert (use Example 2.4.5). Along with the

special property of W*2(Q) comes special notation: it is customary to denote
Wk2(Q) by H*(Q). @

The next four results show that also locality and semi-locality behave per-
fectly under .Z s %,

Lemma 2.9.29. For every semi-functional space F on Q and all k € N, we
have

(fg.k)loc = (yloc)k-

Proof: Thanks to Corollary 2.6.3 and Corollary 2.9.11 it suffices to prove that
for every |a| < k+1 and ¢ € 2(2)

1. 0% o my, restricts to a continuous linear map from (Fioc)F into F and

2. my, 0 0% restricts to a continuous linear map from (F*)10c into Z.

The first statement is an easy consequence of

9% omy = Z (;> Mga-g, 00,

BLa

but the second statement is a bit more work. We will prove it by induction on
{0,...,k} from the following induction hypothesis (where n € N with n < k):
for every |a| < n+1 and ¢ € 2(2), m, 0 0% restricts to a continuous linear
map from (.#F),e into Fk=lal

For n = 0, the only multi-index « that satisfies || < n+1 is the multi-index
with all entries equal to zero. But then m,00“ becomes m,, which restricts to a
continuous linear map from (#*)),. into .Z#* and therefore, since k — |a| = k, to
a continuous linear map from (.#*),. into Fk=lel So for n = 0 the induction
hypothesis holds.

Now suppose that the induction hypothesis holds for n = m with 0 < m < k.
To prove that the induction hypothesis then also holds for n = m + 1, let « be
some multi-index with 0 < |a| < m + 2 (we already have covered the |a| = 0
case) and p € 2(2). Clearly, we have 9% = 9; 00" for some 1 < i < n and some
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multi-index § with || = || — 1 < m + 1. Furthermore, because of the Leibniz
rule we then have

mwoao‘:m@oaoaﬁzaiom@oaﬁ—mawoaﬁ.

Since the induction hypothesis by assumption holds for n = m, we find that
my 0 0% and mg,, o P restrict to continuous linear maps from (F*)j. into
F+=18l Proposition 2.9.17 and the fact that .F*~181 C, . Z+~181=1 then give that
d;omy o 9”7 and Mo, O 0P restrict to continuous linear maps from (#*);,. into
Fh=IBl=1 = gk-lal " Ag a consequence, also meyo00% = 0;omgo0 P — Mo, O o°
restricts to a continuous linear map from (#*),. into .#*~1¢l. This shows that
the induction hypothesis also holds for n =m + 1.

By induction on {0,...,k} we now deduce that the induction hypothesis
holds for every 0 < n < k + 1. Accordingly, we get: for every |o| < k + 1
and ¢ € 2(12), my, 0 0% restricts to a continuous linear map from (F*))o. into
Fk=lel . Z. Since this is precisely what we needed to prove, we are done. O

Proposition 2.9.30. Let .% be a semi-functional space on Q and k € N,. If
Z is local, then so is F".

Proof: This is a direct consequence of the previous lemma. Indeed, if %o = F,
then (35’“)1“ = (ﬂ]oc)k = jk O

Lemma 2.9.31. For every semi-functional space F on Q and all k € Ny, we
have

(yk)semi = (fg.semi)k-

Proof: The proof is completely analogous to the proof of Lemma 2.9.29, just
use &(12) instead of 2(Q). O

Proposition 2.9.32. Let .% be a semi-functional space on Q and k € N,. If
Z is semi-local, then so is F*.

Proof: If Fyemi = Z, then (FF)semi = (Feemi)* = FF. O

Unfortunately, for normality and invariance the situation is not so ideal. For
example, while L?(£2) is normal, it can be shown that H'(Q) = (L?(£2))! is not
always normal (see [13, page 324]). So normality is in general not preserved
under .# +— F* and since we have already seen that L!({2) is invariant, the
following claim shows that also invariance is not preserved.

Claim. W11((0,1)) = (L'((0,1)))! is not invariant.

Proof: Define x: (0,1) — (0,1) by x(x) := 22 and f: (0,1) — K by f(z) := x2.
Then x is a diffeomorphism and [f] € W1((0,1)) (indeed, both f = 22 and
of = %x’% are integrable on (0,1)). However, by Lemma 1.7.4,

f L

— X

@by O T2

Bl

X*f ’
whose equivalence class is not an element of W((0,1)) because its derivative,

—%x*%, is not integrable on (0, 1). O
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Of course, it is pitiful that invariance is not preserved. However, it turns
out that for semi-local functional spaces we do have a nice preservation result
for invariance and since we will be mainly interested in the combination of
invariance and (semi-)locality, there is no reason to despair.

Lemma 2.9.33. Let F be a semi-local functional space on Q, k € Ny, and
x: Q — Q a diffeomorphism. For every |a| < k+1, (x™1)s 0 0% o X, restricts
to a continuous linear map from F* into Fr—lol,

Proof: We will prove this by induction on {0, ..., k} from the following induction
hypothesis (where n € N with n < k+1): for every |a] < n+1, (x 1) 00%0 x«
restricts to a continuous linear map from .Z¥ into .F#*—lel,

For n = 0, the only multi-index « that satisfies |a| < n+1 is the multi-index
with all entries equal to zero. But then (xy 1), o % o x, equals idg/(q), which
clearly restricts to a continuous linear map from # ¥ into Fk-lel = Zk . So for
n = 0 the induction hypothesis holds.

Now suppose that the induction hypothesis holds for n = m with 0 < m < k.
To prove that the induction hypothesis then also holds for n = m + 1, let « be
some multi-index with 0 < |a| < m + 2 (we already have covered the |a| = 0
case). Clearly, we have 9% = 9;0° for some 1 < i < n and some multi-index 3
with |3] = |a| =1 < m + 1. Furthermore, because of Lemma 1.7.7, we find that
for every u € 2'(Q2)

(w0 Xt = (X030 X

Z (0:65 0 )05 (x )07 xau+ > > (0e0i&s 0 x)(D5x0) (X~ 1)+ X,

j=1¢=1

where ¢ is again short for x~!. Since the induction hypothesis by assumption
holds for n = m, (x™1).0%x. restricts to a continuous linear map from .#* into
Z+=18] and if we combine this with Proposition 2.9.17, .Z+~18l C, Zk-lol the
semi-locality of .Z*—lal (use Proposition 2.9.32) and the expression above, we
see that (x1).0%x. restricts to a continuous linear map from .#* into .Z*—lol,
Hence the induction hypothesis also holds for n = m + 1.

By induction on {0,...,k} we now deduce that the induction hypothesis
holds for every 0 < n < k+ 1 and the result follows. (]

Proposition 2.9.34. Let .F be a semi-local functional space on Q and k € Ny
If Z is invariant, then F* is invariant as well.

Proof: Let x: Q — Q be a diffeomorphism. To prove that .Z* is invariant, it
suffices to prove that x.: 2'(Q) — 2'(Q) restricts to a continuous linear map
from .Z* into .Z* for which it in turn suffices to prove that 9% o x, restricts to a
continuous linear map from .#* into .% for all |a| < k+1 (use Corollary 2.9.4).

So let |a] < k + 1. By the previous lemma, (xy 1), 0 9% o . restricts to a
continuous linear map from .Z* into #*~1%! hence in particular to a continuous
linear map from .#* into .#. Moreover, because of the assumed invariance of
F, Xx restricts to a continuous linear map from .% into .%, so we subsequently
find that 0% o xx = X« © (Xfl)* 0 0% o x4 restricts to a continuous linear map
from .#* into .Z. O
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Now that we have discussed the preservation under .# — .Z* of the ‘main’
version of all properties that we have encountered so far, it remains to discuss
the preservation of some of the ‘local’ versions.

Lemma 2.9.35. For every semi-functional space F on §, all k € Ny and all
K e Z.(Q), we have
(M) = (Fx)".

Proof: For every |a| < k4 1, O® restricts to a continuous linear map from .F#*
into % and because 0¢ is local, this implies that 9% restricts to a continuous
linear map from (F*)x into Zx. Applying Corollary 2.9.4 to the inclusion
(FF)k — 2'(Q) then gives (F¥) C. (Fk)*. For the converse inclusion,
observe that .Zx C. .Z and the fact that .% — ZF¥ is a functor together imply
(Zx)F C. FF, while (Fx)¥ C. Fx shows that the inclusion (Fg)* — FFk
lands inside (FF)k. O

Lemma 2.9.36. Let % be a semi-functional space on Q, k € Ny, and let P
be short for: metrizable, normable, complete or Fréchet. Then F is locally P
implies F* is locally P. If k < 0o, the same holds when P is short for Banach
or Hilbert.

Proof: Let K € Z.(Q). Because .Z is locally P, Zk is P and since all the
mentioned properties are preserved under .% +— Z* (for Banach and Hilbert we
use here that k < 00), (F*)k = (Fx)* is P as well and this precisely means
that .Z* is locally P. O

In constrast with the preservation of invariance, it turns out that for the
preservation of local invariance under .# +— .Z#* we do not have to make any
assumptions about (semi-)locality.

Proposition 2.9.37. Let .% be a functional space on  and k € No. If F is
locally invariant, then so is FF.

Proof: If .7 is locally invariant, %, is invariant (Proposition 2.6.29) and be-
cause Foc is also semi-local, we obtain that (F¥)j,c = (Fioc)” is invariant
(Lemma 2.9.29 and Proposition 2.9.34). But then (F¥)),. is certainly locally
invariant, which implies that .#* is locally invariant (Lemma 2.6.13). O

Ezxample 2.9.38. By combining the previous proposition with Example 2.4.11,
we deduce that for every 1 < p < oo and k € N, the Sobolev space W*?(Q) is
locally invariant. %)

We end this section with a result about normality.

Lemma 2.9.39. Let % be a semi-functional space on Q. If T is a continuous
linear functional on F°°, then there exists an k € N such that T extends to a
continuous linear functional on F*.

Proof: Let & be an arbitrary inducing collection of seminorms for .. Because
T: > — K is continuous, we find C > 0, pg, ..., pn € £ and kg, ..., k, € N
such that |T(u)] < C Y1 o(pi)k, (u) for all w € F>. Take k := maxo<i<n ki.
Then |T'(u)| < CY 1 o (pi)r(u) for all u € F> and because Py, = {pi | p € '}
is an inducing collection of seminorms for .#*, this shows that T: .#> — K is
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also continuous if we consider the restricted topology of .#* on .Z>°. It now
follows from the Hahn-Banach Theorem that T has a continuous linear extension
to .Fk. O

Proposition 2.9.40. Let .Z be a functional space on Q. If F* is normal for
every k € N, then F*° is normal as well.

Proof: Suppose that T is a continuous linear functional on .#°° that vanishes
on Z(9). By the previous lemma we find an k € N such that T extends to a
continuous linear functional 7' on .#*. Clearly, T still vanishes on 2(Q) and
since 2(1) is dense in .Z*, this implies that T = 0, which in turn implies that
T = 0. On the strength of Lemma A.2.1, we conclude that Z(€2) must be dense
in 7. O

2.10 Duals

In this section we look at a construction that we already know from the theory of
locally convex vector spaces: dualizing. (Recall that by the dual 2™* of a locally
convex vector space 2, we always mean the strong dual.) Well, to be more
precise, we look at a translation of this procedure to the context of functional
spaces. For this, we need to work with normal functional spaces and in order
to give a precise definition, we will temporarily make the distinction between
2(Q) and its canonical identification with a subspace of 2'(£2) and explicitly
use the canonical identification map j: Z(Q) — 2'(Q).

Definition 2.10.1. Let .# be a normal functional space on € and let
1:9(2(Q) = F and ' F — P'(Q)

be the inclusion mappings. Because j(2(2)) is dense in .% (by normality of
F) and Z is dense in 2'(2) (see Lemma 2.1.3), the adjoints of the continuous
linear maps

107: 2(Q) = F and : F — 2'(Q),
denoted by

(10g)*+ F* = (2(Q) =2'(Q) and (): (2'(Q) — F~,

are injective continuous linear maps (see Lemma A.4.4). We define %’ to be
the vector subspace (107)*(.F#*) of 2’(2) endowed with the topology that turns
(20 7)* into a linear topological isomorphism from .Z* onto .#’. %)

Proposition 2.10.2. %' is a functional space on §).

Proof: Due to the reflexivity of Z(f2) (see Lemma 1.1.16), the ‘evaluation in’
map i: 2(Q) — (2'(Q))* is a linear topological isomorphism. So we have a lo-
cally convex vector space . * together with two injective continuous linear maps
(W) 0i: 2(Q) — F* and (1o0)*: F* — P'(2). On behalf of Proposition 2.1.6
the desired result follows if we can prove that

1. (rog)*o(¢)*0i: 2(02) — 2'(2) equals the canonical identification of 2(2)
with a subspace of 2'(Q2) and
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2. for every p € 2(Q), my(F') C F" and ((107)*) "tomyo(10g)*: F* — F*
is continuous.

The first statement is a direct consequence of Corollary 1.3.2, which states that
7% 0% = j (note that in this corollary the symbol j has a different meaning!).
Indeed, using this, we obtain

(1og)* o (W) 0i= (010 0i=7"00=1.

For the second statement, note that a distribution u € 2’() is an element of %’
if and only if there exists an 4 € .#* (i.e., a continuous linear map 4: .# — K)
such that d(uy) = 4(y(¢)) = uw(v) for every ¢ € 2(Q). Now fix p € Z(Q), let
u € F' and let @ be the corresponding element of #*. Since Z is a functional
space, m, is a continuous linear map from .% into %, hence its adjoint m} is a

%)
continuous linear map from .#* into .%*. Therefore, m* 4 is also an element of

©
F* and for every ¢ € 2(Q)

(mg ) (uy) = a(meuy) = Wlugy) = u(py) = (meu)(y).

This shows that myu € Z’ and that ((107)*)"! omg 0 (109)*: F* — F*
coincides with the continuous linear map m,: #* — 7™, so we are done. [

So .Z’ is just the natural identification of .#* with a subspace of 2'(£2) (and
therefore in particular linearly topologically isomorphic to .#*) and if we again
forget about the distinction between 2(Q) and 3(2(12)), the elements of Z' are
precisely those distributions u: 2(2) — K that extend to a continuous linear
map 4: F — K.

Ezample 2.10.8. We easily verify that (2(R)) = 2'(Q) and (£(Q)) = &'(Q).0

Example 2.10.4. Let 1 < p < oo and let 1 < g < oo be its Holder conjugate.
Then (L?(Q)) = L1(Q) (see [13, page 244-245]). @

Now suppose that .# and ¢ are normal functional spaces on {2 and that
T: % — 9 is a continuous linear map. Then the adjoint 7* of T' is a continuous
linear map from ¢* into .#* and since ¢* is linearly topologically isomorphic to
%’ and .F* is linearly topologically isomorphic to .%’, we also have an associated
continuous linear map 7" from ¢’ into .%’. This map can be described as follows:
an element of ¢’ is first ‘upgraded’ to a continuous linear functional on ¢, then
turned into a continuous linear functional on .% by prepending T and the result
is subsequently ‘downgraded’ to an ordinary distribution.

Proposition 2.10.5. The assignment # +— %' is a contravariant functor from

the category of normal functional spaces on §2 to the category of functional spaces
on €.

Proof: Suppose that % and ¢ are normal functional spaces on € such that
F C. ¢ and denote the inclusion map # — ¢ by ¢. Then, as we have just
discussed, we have a continuous linear map ¢’ from ¢’ into .#’ and we easily
check that ¢’(u) = u for every u € 4’. So ¢’ is in fact an inclusion map and we
conclude that ¥’ C. .%'. O
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The fact that the assignment .# — %' is not an ordinary (covariant) functor
but a contravariant one is a noteworthy difference between the construction
functor .% +— %' and the construction functors that we have introduced earlier.
Moreover, # — %' is not defined on the full category of (semi-)functional spaces
on 2, but only on the category of normal functional spaces (which is, as the
name suggests, the category with normal functional spaces on €2 as objects and
continuous inclusions as arrows). Since L>(Q2) = (L'(Q2))" and L>(Q) is not
normal (see Example 2.4.8), we see that normality is in general not preserved
under .% — #'. However, we do have the following:

Lemma 2.10.6. Let F be a normal functional space on Q. If F is reflexive
(as locally convex vector space), then F' is again normal.

Proof: Sticking to the notation that we have used so far in this section, the
‘inclusion map’ from Z(Q) into .#’ is given by 7 = (210 3)* o (¢)* 0 4. By
Lemma A.4.6, the image of the adjoint (+/)*: (2'(2))* — F* of v': F — 2'(Q)
is dense in .#* and because (20 7)* is a linear topological isomorphism from .#*
onto #’ and 7 is a linear topological isomorphism from 2(f2) onto (2'(Q2))*,
this implies that the image of (10 7)* o (+/)* o i is dense in F#’. O

As a consequence of the previous lemma, for every normal reflexive functional
space Z on €, (%#') is a well-defined functional space and it turns out that the
reflexivity of .# beautifully translates into (%') = .Z.

Lemma 2.10.7. For every normal reflexive functional space F on §2, we have
(F' =Z.

Proof: Let ¢ be the natural linear topological isomorphism from .%’ onto .F*,
i.e., the map that extends a distribution u € %’ to a continuous linear map
from % into K (note that these extensions are unique because ¢ is invertible
with restriction as inverse). We want to find out how ¢ acts on 2(Q) C. .#’. So
fix ¢ € 2(Q). Then ‘evaluation in ¢’, denoted by i, is a continuous linear map
from 2'(Q2) into K and because .# C. 2'(Q), i, restricts to a continuous linear
map from .# into K. We claim that this restriction is the unique extension of
¢ (or more precisely, u,) to #. Indeed, for every ¢ € Z2(Q),

1p(¥) = uyp(p) = up(¥).

Hence, for every ¢ € 2(Q2), <(¢) = i,.

Next, let ¢ be the natural linear topological isomorphism from (')’ onto
(F#)* and let p be the natural linear topological isomorphism from % onto
(Z*)* (which is the usual ‘evaluation in’ map). Then ¥~ o¢* o g is a linear
topological isomorphism from .# onto (%')" and for every u € % and ¢ € 2(Q),
we have

(0" os* 0 0)u) () = (ou)(sp) = (sp)(u) = (iy)(u) = u(p).

This shows that the linear topological isomorphism 9~ o¢* 0 g: .F — (F') is
just the identity map, so .# and (%#’)’ must be equal. O

It is also possible to relate Fcomp and Fioc using duals. Before we look at the
relevant results, note that for a normal functional space .%# on €2, Lemma 2.5.13
guarantees that (Foomp)’ is defined.
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Lemma 2.10.8. For every normal functional space F on 2, we have
(jcomp)/ gc (j/)loc-

Proof: Thanks to Corollary 2.6.3, it suffices to prove that for every ¢ € 2(Q),
m,, restricts to a continuous linear map from (Fcomp)’ into #’ (because if this is
the case, application of Corollary 2.6.3 to the inclusion (Fcomp)' — 2'(2) gives
the desired result). So fix ¢ € Z2(Q2). According to Lemma 2.5.5, m,, can be
viewed as continuous linear map from .% into Fcomp and as a consequence, we
get a continuous linear map mfp from (Feomp)' into F'. Now let u € (Feomp)',
1 € 2(2) and let @ be the extension of u t0 Fcomp. Then

(mu)(v) = (mGa)(y) = a(py)) = u(py) = (meu)(¥),

which shows that the restriction of my t0 (Feomp)' coincides with the contin-
uous linear map m;,: (Fcomp) — F' and hence that m, indeed restricts to a
continuous linear map from (Feomp)’ into F'. O

Lemma 2.10.9. For every normal functional space F on ), we have

(y/)loc Cc (fg.comp)l-

Proof: Take u € (F')1oc and let ¢ be the natural linear topological isomorphism
from %' onto F*. To prove that u € (Feomp)’, we need to find a continuous
linear extension 4: Feomp — K. We define @ as follows: for v € Fcomp we pick
an ¢ € 2(2) such that ¢ equals 1 on an open neighborhood of supp(v) and we
define 4(v) := (s(¢u))(v) (note that pu € .F’ and ¢(pu) € F*).

First of all, we need to make sure that the given definition of @(v) does not
depend on the choice of ¢. So let v € Feomp and let ¢ and ¢’ be elements
of 2(Q) such that ¢ equals 1 on an open neighborhood U, of supp(v) and
¢’ equals 1 on an open neighborhood U, of supp(v). Then also U, N Uy
is an open neighborhood of supp(v) and we can find an x € Z(Q2) such that
supp(x) C U, N U, and x equals 1 on an open neighborhood of supp(v) (see
Remark 1.1.12). Moreover, because Fcomp is normal, we find a net {1;};cs in
2(Q) such that 1; — v in Feomp and because m,, restricts to a continuous linear
map from Feomp into Feomp and Feomp Cc F, we also have that xy; — xv =v
in .#. Using the continuity of ¢(¢u) and ¢(¢’u), we now find

(s(pu))(v) = lim (s(pu))(xihi) = lim (pu)(xts) = lim u(pxii)

= lim u(e'xghi) = lim (') (xes) = lim (s(9'u))(x¢i)
(s(¢"w))(v),

where we have used that px; = ¢’ x¥; for every i € I, which is true because
supp(x¥:) C supp(x) € U, N Uy while both ¢ and ¢’ equal 1 on U, N U, .
Hence, the definition of 4(v) is indeed independent of the choice of .

Next, we want to show that @ is a continuous linear map. As usual, the
linearity is easily verified, so we focus on the continuity. On the strength of
Proposition A.3.2, it suffices to prove that for every K € Z.(2), 4 is continuous
as map from Fk into K. So fix K € () and let ¢ € 2(Q) such that ¢ equals
1 on an open neighborhood of K. Clearly @ coincides with ¢(pu) on Fk and
since ¢(pu) is continuous on Fg, @ is continuous on Fx as well.
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Finally, we must verify that 4 is indeed an extension of u, but this is easy.
Indeed, let ¢ € 2(Q) and take ¢ € 2(Q2) such that ¢ equals 1 on an open
neighborhood of supp(1?). Then (1) = (s(i7u))() = (o) () = u(p) = u(w).
Altogether, we conclude that u € (Feomp) and hence that (F')ioc C (Feomp)'-

It remains to be shown that the inclusion (% )ioe C (Fcomp)' is continuous.
To this end, let B be a bounded subset of Zcomp and let pp be the associated
seminorm of (Feomp)' =~ (Feomp)*. On behalf of Lemma 2.5.15, we find an
K € Z.() such that B is a bounded subset of Fx. So B is in particular
a bounded subset of .% and pp is also a seminorm of the standard inducing
collection of seminorms for .%’ ~ .#*. It should not come as a surprise that we
again take an ¢ € 2() such that ¢ equals 1 on an open neighborhood of K.
By definition of (#')ioc, @pp.o: t — PB(S(pu)) is an element of the standard
inducing collection of seminorms for (%#”)oc, so the continuity of the inclusion
follows from the observation that for every u € (%/)oc,

pa(u) = sup [i(v)] = sup [(s(pu)) (V)] = gpy ¢ (u).
vEB veB

Proposition 2.10.10. For every normal functional space F on ), we have
(fg.comp)l = (y/)loc-
Proof: Combine the two previous lemmas. O

Since we have already seen that & () is local (see Example 2.6.7) and that
(&(2)) = &'(£2), the next example shows that the class of (normal) local func-
tional spaces is not closed under .# — %',

Example 2.10.11. Using the previous proposition, we find
(@@/(Q))loc = ((@@(Q))I)loc = ((éa(Q))comp)l = (@(Q))I = @’(Q),
so &'(Q2) is not local. @

As promised, the class of (normal) semi-local functional spaces shows better
behaviour.

Lemma 2.10.12. For every normal functional space F on Q, we have
j/ gc ((g\scmi)/)scmi-

Proof: Because of Corollary 2.8.4, it suffices to prove that for every ¢ € &(Q),
m,, restricts to a continuous linear map from #’ into (Fsemi)' (indeed, if this
is the case, application of Corollary 2.8.4 to the inclusion #' — 2'(Q) gives
the desired continuous inclusion). So let ¢ € &(€2). Then m,, can be viewed as
continuous linear map from F.,; into % and as a consequence we get a contin-
uous linear map m;, from .Z’ into (Fsemi)’- As in the proof of Lemma 2.10.8, we
readily deduce that m{, coincides with the restriction of my,: 2'(Q2) — 2'(Q2)
to .#’ and hence that m, indeed restricts to a continuous linear map from %’
into (Fsemi)' O

Proposition 2.10.13. Let .F be a normal functional space on Q. If F is semi-
local, then so is F'.
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Proof: The statement that #' is semi-local is equivalent to (% )semi = &' and
since (' )semi Cc F' is automatic, it suffices to prove &' C. (F)semi- For this,
use the previous lemma and the fact that Fgem; = 7. [l

Since #' is linearly topologically isomorphic to % *, the next result is nothing
more than a restatement of some well-known facts from functional analysis.

Proposition 2.10.14. Let .% be a normal functional space on Q and let P be
short for: normable, Banach or Hilbert. Then F is P implies F' is P.

Remark 2.10.15. Tt is also known that metrizablity and being Fréchet are not
preserved when taking strong duals. %)

2.11 Normalizing

In the previous section we have seen the importance of normality: for normal
functional spaces we can naturally view the ordinary dual (in the sense of lo-
cally convex vector spaces) as a functional space. However, not all important
functional spaces are normal (for example, H'(Q) is in general not normal) and
therefore it would be handy to have a procedure that ‘normalizes’ functional
spaces.

Definition 2.11.1. Let .# be a functional space on §2. We define %, to be the
closure of () in % endowed with the subspace topology. %)

Proposition 2.11.2. %, is a normal functional space on Q and Fo C. F.

Proof: Most of the things that we should check are trivial. The only thing that
might need a little explanation is why for every ¢ € 2(2) the continuous linear
map my: & — F restricts to a continuous linear map from %y into #y, but
this is a consequence of the next, independently proven, lemma. (I

Lemma 2.11.3. If % and &4 are functional spaces on  and T: F — 9 is a
continuous linear map that maps Z(Q) into 2(2), then T restricts to a contin-
wous linear map from Fy into 9.

Proof: Since %y and ¥, carry the subspace topology, it suffices to prove that T
maps F into %. So let u € Fy. Because % is the closure of 2(Q) in %, we
find a net {¢;}icr in 2(Q) such that ¢; — v in F#. The continuity of T then
implies that T'; — Tw in ¢, while {Tp;}ier is a net in () because T' maps
2(9Q) into 2(2). Thus T is the limit in ¥ of a net in Z(2) and therefore an
element of ¥. (I

Another consequence of the previous lemma is that the assignment % — %
is a construction functor. Just as ¥ — Foc and & — Fyemi, localize, respec-
tively semi-localize, (semi-)functional spaces, & +— %, normalizes functional
spaces.

Proposition 2.11.4. The assignment F — % is a functor from the category
of functional spaces on § to the category of functional spaces on Q.
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Proof: If # and ¢ are functional spaces on 2 with .# C. ¢, then the inclusion
map F — ¥ is a continuous linear map that maps 2(Q) into 2(Q2). Applying
the previous lemma then shows that this inclusion map restricts to a continuous
linear map from %, into %, which precisely means that %y C. %. O

It is clear from the definition of % that a functional space .% on (2 is normal
if and only if # = %y, which places normality in a similar setting as locality
and semi-locality (being properties that are directly related to a construction
functor). Furthermore, it is also evident from the definition of %, that %y is a
closed subspace of .% and we know that this implies that the ‘topological vector
space properties’ are preserved.

Proposition 2.11.5. Let # be a functional space on Q0 and let P be short
for: metrizable, normable, complete, Fréchet, Banach or Hilbert. Then % is P
implies Fy is P.

Also the preservation of semi-locality is easily derived.

Proposition 2.11.6. Let .F be a functional space on Q. If F is semi-local,
then so is .

Proof: Let ¢ € &(§2). Because .# is semi-local, m,, restricts to a continuous
linear map from .% into .# and because m,, maps Z(12) into Z(Q2), Lemma 2.11.3
then tells us that m,, restricts to a continuous linear map from .% into .%,. O

2.12 Negative powers

Our last construction functor, that we will introduce right away, extends the
concept .F — .FF* of ‘taking powers’ to negative integers.

Definition 2.12.1. Let .# be a normal reflexive functional space on € and let
k € Noo. We define .#~* by

FE = ((F)) o

Remark 2.12.2. Tt is imperative to ‘normalize’ (#') before we can dualize
again: L2(f) is normal and reflexive, but it is in general not true that

(L2Q))' = (L*()' = H'(Q)
is normal. %)

Because the assignment .# — .Z ~* is a composition of two covariant and two
contravariant functors from (a subcategory of) the category of functional spaces
on {2 to the category of functional spaces on 2, it follows that the assignment
F +— F~F is itself a covariant functor from the category of normal reflexive
functional spaces on 2 to the category of functional spaces on 2. Hence, in
particular, . ~* is always a functional space on ).
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Example 2.12.3. Let 1 < p < oo and k € N and let 1 < ¢ < co be the Holder
conjugate of p. Then

(LP(2) 7 = (L7(Q))F)o) = (L1(2)")o)" = (WTH(Q))o)'

and combining this with [13, Definition 31.3 and Proposition 31.3] leads to the
conclusion that (LP(2))~* equals the Sobolev space W?~*(Q) (which consists of
those distributions on €2 that are equal to a finite sum of derivatives up to order
k of elements of LP(f2)). So for 1 < p < oo, the equality WPF(Q) = (LP(Q)),
which we have discussed for k € N, in fact holds for every k € Z. %)

It is clear why, in the definition of .Z %, we require . to be normal. After all,
otherwise #’ would not be defined. But why do we require .% to be reflexive?
Taking £ = 0 and looking at Lemma 2.10.7 makes this clear:

FO=(F)) = (F) = (F) = 7.

That is, we need to require that .# is reflexive to make sure that %0 = .Z,
which is obviously rather desirable.

Proposition 2.12.4. For every normal reflexive functional space % on Q2 and
all k € Ny, FF C, F- (1),

Proof: We already know that (.#/)k+1 C. (#')* for every k € N,,. First apply-
ing the covariant functor . +— % to this inclusion and then the contravariant
functor & — F' gives the desired result. d

So for every normal reflexive functional space .% on €2, we have the following
chain of continuous inclusions:

D) C. F*XC...Co FHC . FFC, ...
- . 7'(Q)

C. I C. 7
C.FlC....CoFg k. g~ ... c g~

and it turns out that even with these negative exponents we can use partial
derivatives to ‘walk through’ this chain.

Lemma 2.12.5. Let # be a normal reflexive functional space on Q and let
k € No. For all multi-indices o and all |o| < €, 0%: 2'(Q) — D'(Q) restricts
to a continuous linear map from F~F into F k¢,

Proof: By Proposition 2.9.17, 0%: 2'(2) — 2’'(2) restricts to a continuous
linear map from (Z)**¢ into (F')*k+0—t = (F')k. Because 0° maps Z(1)
into 2(£), Lemma 2.11.3 subsequently tells us that 9 restricts to a continuous
linear map from ((.Z')*#+9), into ((#')¥)o and then clearly also (—1)/*19* can
be viewed as a continuous linear map from ((.Z')*+9), into ((F')*)o. As a
consequence, we obtain a continuous linear map ((—1)/*19%)" from . +~¢ =
FE0 = (((F D)) into FF = (((F')*)o) and we easily check that
((=1)!*19*)" in fact coincides with the restriction of 9% to .F ~#~¢. O

Proposition 2.12.6. Let .F be a normal reflexive functional space on  and
k € Zoo. For all multi-indices o and all (o] < £, 0%: 9'(2) — D'(Q) restricts
to a continuous linear map from F* into FF*.
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Proof: Note that .ZF-lel C. Z+—{ so it suffices to prove that 9% restricts
to a continuous linear map from .Z* into .FF~lel. If k < 0, this is a direct
consequence of the previous lemma and if k& > |«/, it is a direct consequence of
Proposition 2.9.17. Hence we may assume that 0 < k < |a|. Thanks to this
assumption, we find multi-indices 8 and ~ with |y| = k and |8| = |a| — k such
that 9% = 0° 0 7. Then by Proposition 2.9.17, 07 restricts to a continuous
linear map from .Z* into .%, while by the previous lemma 9% restricts to a
continuous linear map from .% into F0-(el=k) = gk-lal g4 g2 = 9F 0 97
restricts to a continuous linear map from .Z* into F*~lel, ([

Similar to the discussion following Proposition 2.9.17, we now see that every
differential operator on €2 of order ¢ € N with constant or compactly supported
coefficients restricts to a continuous linear map from .Z* into .#*~* for every
k € Zs and if % is semi-local we can even remove the restrictions on the
coefficients. That also the spaces .# ~*, with k € N, are often ‘good enough’ to
work with follows by combining the preservation results for .# + .#F* . F s F'
and . — Z, with the fact that .# — Z % is a composition of those functors.

Proposition 2.12.7. Let F be a normal reflexive functional space on Q, let
k € N and let P be short for: mormable, Banach or Hilbert. Then % is P
implies F % is P.

Proposition 2.12.8. Let .% be a normal reflexive functional space on £ and
let k € Noo. If .F is semi-local, then so is FF.
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Distributions on vector bundles

The theory of functional spaces that we have introduced in the previous chapter
is already quite nice, but there is one obvious limitation: we only talk about
functions and distributions on open subsets of Euclidean space. Although this
FEuclidean space is very convenient to work with, the natural setting for many
geometric problems is the setting of differential geometry. In this setting, the
‘solution spaces’ for linear partial differential equations are typically spaces of
sections of a vector bundle, so it would be nice if we could generalize our theory
of functional spaces to the context of vector bundles. To be able to do this,
we have to leave the realm of functional spaces for a moment to return to pure
distribution theory.

In this chapter, we present a nice way to introduce the concept of a dis-
tribution in the context of vector bundles and we develop the corresponding
theory. However, the title of this chapter might be a bit misleading (but short
and catchy, so a fine title anyway): if E — M is a vector bundle, the space of
distributions 2’(M, E) that we are going to define will generalize (sufficiently
well-behaved) sections of E — M, so intuitively speaking the distributions are
defined ‘on’ M and have ‘values’ in a vector bundle. In the literature, these
‘distributions on vector bundles’ are also known as generalized or distributional
sections.

Throughout this chapter, M denotes an n-dimensional (second-countable
smooth) manifold and £ — M denotes a rank r vector bundle over M.

3.1 Test functions

We recall the following definition from differential geometry:

Definition 3.1.1. A total trivialization triple (U, k,p) of the vector bundle
E — M consists of an open subset U C M, a diffeomorphism « from U onto an
open subset of R™ and a smooth map p = (p',...,p") from E|; =7~ *(U) onto
K", such that:

1. for every z € U, p| g, : B» — K" is an isomorphism of vector spaces and
2. (7lg, »p): Ev — U x K" is a diffeomorphism. @
Remark 3.1.2. Of course, it is always possible to cover our manifold M with

such total trivialization triples and because M is second-countable, it is even
possible to find countable covers of trivialization triples. @
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Let us consider the vector space I'*°(M, E) of smooth sections of E. To
define an appropriate locally convex topology on this vector space, choose some
collection {(U;, ki, pi) }ier of total trivialization triples such that {U;};cs is an
open cover of M. Then for every i € I, 1 < ¢ < r and ¢ € I'(M, E),
(pi)f oo r; ! is an element of &(k(U;)). Hence, for every 4-tuple (i,/, K, k)
withieI,1<{¢<r, Ke Z.(U;) and k € N,

I llie e T(M, B) = R @ = [(p0)" 0 @ 0 57 lyr0), (3.1)

is a seminorm on I'*°(M, E) and we define & (M, E) to be I'*°(M, E) endowed
with the locally convex topology induced by those seminorms.

To see that the topology on I'*°(M, E) that we have just described is in-
dependent of the choice of total trivialization cover, let us also present an al-
ternative way for introducing this topology. To this end, choose some (vector
bundle) metric g on E (i.e., a smoothly varying family of inner products on the
fibers). We then define, for every K € &.(M) and every linear partial differen-
tial operator P: I'°(M, E) — T'°(M, E), a seminorm | - [|% p: T*°(M, E) — R
by

lell%, p = sup V9o (Po) (@), (Pp)(x)) = sup |(Py) (),
zeK zeK

where we abbreviate \/g. (e, e;) by |ex|9.

Claim. The collection of seminorms
{llell%. p | K € 2.(M) and P € Diff(E, E)},

where Diff(E, F) denotes the space of linear partial differential operators from
E to E, induces the same topology on I'*°(M, E) as the seminorms associated
to some total trivialization cover.

Proof: Let {(U;, ki, pi) }icr be a collection of total trivialization triples such that
{U;}ier is an open cover of M. Thanks to Corollary A.1.4, the problem basically
reduces to giving two estimates.

Let i €I, 1 <{<r, K€ Z.(U;) and k € N. Moreover, let (ej,...,e,) be
the frame over U; that is mapped (pointwise) onto the standard basis of K" by
pi. For every |a| < k, the map

P T(U;, Ey,) — I'>(Us, Ey,)

defined by
PP (@) = P (pre1+ -+ prer) i= (05 00) €4

is clearly a differential operator from Ey, to Ey,. To ‘extend’ this differential
operator to M, let ) be a compactly supported smooth function on M such
that ¢ equals 1 on an open neighborhood of K and supp(v) C U; (note that
it is an easy consequence of the existence of smooth partitions of unity on
M subordinate to any cover that such functions exist). Then P& o m, can
be viewed as a differential operator P® from E to E and because for every
p € I°(M, E), ¢ and ¢ coincide on an open neighborhood of K, we have that

(Pp)(z) = (PH(¢))(z) = (P¥p)(x) for all z € K. Using this, we deduce that
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for every ¢ € I'°(M, E),

Iollescr = loeo s mon= 3 sup 10%(pe o) (@)
IaKszm(K)
PO‘ x)|9
= 3 sup|(Preha) = 3 sup [LTD@I
\a|§km€K \<kz€K |€€ 55 |
< (sup ) y
(s ot ) 3 el

o<k

where we have used that for every ¢ € T'°(M, E), |¢eee|? = |pellee]? on U;
and that (P¥¢)ees = PP on U;. Since x — |eg(z)|9 = /gz(ee(x), e0(x)) is a
continuous function on U; and therefore attains a minimum on K, this completes
the derivation of the first estimate.

Next, let K € Z.(M) and P € Diff(E, E). Moreover, let k € N such that
P is a differential operator of order at most k. It is easy to see that we can find
Ko, ..., K, € Z.(M) such that for every 0 < j < n there exists an ¢ € I with
Kj C U; and such that K C UJ_,K; (just cover M with compact discs with
small enough radii and use that K is compact). We have that

el p = sup [(Pe)(x)|? < Z sup |(Pe)(x)|?
zeK = 0 TEK;

for every ¢ € I'*°(M, E). Therefore, to find an estimate of the desired type for
[ll% p» it suffices to find such estimates for sup,,¢ s, [(P)(2)]? with 0 < j < n.
So fix 0 < j <n. Let i € I such that K; C U; and let (eq,...,e,) be the frame
over U; that is mapped (pointwise) onto the standard basis of K" by p;. As
above, we denote the ¢ ‘component’ of a section ¢ € T>°(M, E) on U; by ¢,
(formally, p, = pf o ¢). Because P is a differential operator of order at most k,
we find for every |a| < k a smooth matrix C* on U; such that for all 1 < £ <r

and ¢ € I'°(M, E)
(Pe)e=Y_ Y Ciotew.
0=1 |a|<k

We now deduce that for every ¢ € I'°(M, E),

T

sup |(Pp)(@)|? = sup [((Pp)eee) ()] < Z sup |(P)e(x)ee()]?

zeK J CEGK]‘ =1 =1 xE
=3 swp POl < DY sup (07 ()38, 00 @ ec)l
=1 7K, 0,0=1 |a|<k T€KI
=C Z Z sup  [0%(per 0w ) (2)| = 00 K ks
V=1 |a|<k *€Ri(K;) =1
where

= Z Y sup [Cfy(@)lee()]?

00=1 o<k T

Since this is an estimate of the desired form, we are done. ([
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Remark 3.1.3. The previous claim simultaneously shows that the topology of
& (M, E) does not depend on the choice of trivialization cover and that the
topology induced by {|l¢||% p | K € P(M) and P € Diff(E,E)} does not
depend on the choice of the metric g. %)

Now that we have properly defined & (M, E), we can define &x (M, E), with
K e Z. (M), and 2(M, E) in a completely similar way as in the first chapter
(so we will not repeat it here). Nevertheless, there is also a difference with the
first chapter: as we will soon see, not the spaces & (M, E) and 2(M, E) but two
closely related spaces are the spaces of test functions in this setting (but the
title of this section will be accurate).

Remark 3.1.4. Let (U, k, p) be a total trivialization triple of E. Being an open
subset of a manifold, U is a manifold itself, while the restricted bundle Ey is
a vector bundle over U. Hence, we can consider & (U, Ey). It readily follows
from the definition of & (M, E) and the observation that (U, k, p) by itself forms
a total trivialization cover of Ey — U that

E(U,By) = (E(=U)": o = (' opor™,...,p 0 por))

is a linear topological isomorphism which maps, for all K € Z.(U), éx (U, Ev)
onto (&(x)(x(U)))*". Using the nice interaction between inductive limits and
products (see Lemma A.5.3), we even find that this linear topological iso-
morphism restricts to a linear topological isomorphism from 2(U, Ey) onto
(2(k(U)))*". (We use the notation *" for the products to distinguish them
from the ‘power construction’ & +— F7.) @

If M equals an open subset 2 of R™ and E equals the trivial line bundle M xK
over M, the previous remark tells us that &(M, E) ~ &(Q2) and that (M, E) ~
2(9). Under the usual identification of smooth sections of the trivial line bundle
with smooth functions (clearly, a smooth section of the line bundle is always
of the form = — (z, ¢(z)), with ¢ a smooth function) these isomorphisms even
become identities: &(Q, M x K) = £(Q) and 2(Q, M x K) = 2(Q). As a
consequence, for general manifolds M, it is safe to abbreviate &(M, M x K) and
P(M,M x K) by &(M) and Z(M), respectively (after all, if M = Q C R, the

old and new definitions coincide, so no confusion can arise).

Relevant results

Many of the ‘relevant results’ from Section 1.1 are still valid (and relevant) in
the setting of vector bundles. We specifically mention:

Proposition 3.1.5. 2(M,E) C. &(M, E).

Corresponding result: Proposition 1.1.1.

Lemma 3.1.6. 2(M, E) and &(M, E) are both Hausdorff.
Corresponding result: Remark 1.1.2.

Lemma 3.1.7. For every K € P.(M), &k (M, E) is closed in &(M, E).

Corresponding result: Lemma 1.1.3.
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Lemma 3.1.8. 2(M, E) can be realized as a strict inductive limit of the form
Uien8k, (M, E) for a collection {K;}ien of compact subsets of M.

Corresponding result: Remark 1.1.13.

Lemma 3.1.9. A subset B of (M, E) is bounded if and only if there exists
an K € P(M) such that B is a bounded subset of &x (M, E).

Corresponding result: Lemma 1.1.14.

Proposition 3.1.10. Z(M, E) is sequentially dense in &(M, E).
Corresponding result: Proposition 1.1.15.

Lemma 3.1.11. (M, E) and &(M, E) are both reflexive.
Corresponding result: Lemma 1.1.16.

The proofs of most of these results are obtained by making very simple
adaptations to the proofs of their corresponding results (a lot of readers will
not even need a piece of scrap paper for this). For the reflexivity of 2(M, E)
and &(M, E) we again use that these spaces are Montel spaces; a fact that is
well-known, but for which it is hard to find a good reference. Furthermore, we
should spend a few words on Lemma 3.1.8.

The ‘problem’ with Lemma 3.1.8, when compared to Remark 1.1.13, is that
on our manifold M an exhaustion by compacts {K;};en does not always have
the property that int(K;11) \ K; is nonempty; something which is true for ex-
haustions of an open subset {2 of R" because open subsets of R" cannot contain
compact clopens (a clopen is a subset which is both closed and open) and which
we silently used in Remark 1.1.13. In fact, an exhaustion by compacts { K; }ien
of M does not necessarily lead to a strict system of spaces {&k,(M, E)}ien.
For example, if M is compact, K; might equal M for all : € N (but also if
M itself is noncompact but has compact connected components things might
go wrong). Nevertheless, after a moment’s thought we realize that it is always
possible to choose an exhaustion by compacts which does have the property
that int(K;41) \ K; is nonempty for every ¢ € N and it is easy to see that for
such an exhaustion the inclusions &x, (M, E) C. €k, , (M, E) are strict. Indeed,
just pick an element x of the nonempty open subset int(K;41) \ K; and use a
trivializing open neighborhood U of x that is contained in int(K;y1) \ K; to
construct a nontrivial smooth section ¢ of F with compact support inside U
(such a section obviously belongs to &%, , (M, E) but not to &x, (M, E)).

3.2 Distributions

We already have 2(M, E) around, so following the analogy with the first chap-
ter, we could define the space 2'(M, E) of distributions on M with ‘values’ in
E as the dual of 2(M, E). However, if there is no canonical choice of integra-
tion available on M (like Lebesgue integration on R"), there is no canonical
way to identify 2(M, E) and &(M, E) with subspaces of (2(M, E))* and since
the key feature of ordinary distributions is that they generalize (locally inte-
grable) functions, the existence of such identifications is essential. Therefore,
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P'(M,E) = (2(M, E))* is not a suitable definition if we want our theory to
be applicable to manifolds without having to choose a way of integration.

So how could we solve this? The trick is to include the choice of integration
in the test functions. To make this precise, we define the functional dual of a
vector bundle E by

EY := Hom(E, D) (= E* ® D),

with D the density bundle of M (see Section B.1). Basically, a section of EV
(which is again a vector bundle over M of rank r) also includes a choice of
density, hence a choice of integration. More formally, we have a bilinear map

(,): &M, EY) x &M, E) — &M, D),

given by (¢, ¢)(z) = (¢p(2))(¢(x)), which becomes (¢, ¥)(z) = (p(z), ¥ (x)) if
we use the conventional bracket notation for ‘p(x) applied to ¢ (z)’ (which we
will actually do a lot from now on to improve the readability). Since clearly
supp({p, ¥)) C supp(¢)Nsupp(¢) and compactly supported continuous sections
of D are canonically integrable, we subsequently get ‘pairings’

[ ]: 2(M, EY) x &M, E) — K: /M<sp,¢> and
[,]: @“’(M,EV) X 9(M,E) — K: /M<gp,1/)>.

Using these pairings, we can view elements of &(M, FE) as linear forms on
P (M, EY) and elements of Z(M, E) as linear forms on & (M, EY), so in view
of the above discussion about extending ordinary sections, we see that it makes
sense to define

P'(M,E) = (2(M,E"))* and & (M,E):=(&(M,E"))".

In analogy with the first chapter, we then denote the canonical identifica-
tion &(M,E) — P'(M,E): ¢ — uy, with uy: 2(M,EY) — K: ¢ — [p, 9],
by 7 and the canonical identification Z(M,E) — &' (M,E): ¢ — Gy, with
Uy: E(M,EV) — K: ¢ — [p, 9], by j.

Of course, we should prove that j and j are well-defined (that is, we should
prove that u, and @, are continuous) and we would also like to have that
and j are injective continuous linear maps. Although this is indeed the case,
we prefer to prove this after we have discussed some ‘relevant results’. Assum-
ing that we do not make false promises, together with the continuous inclu-
sion ©: 2(M, E) — &(M, E) and the adjoint (2¥)* of the continuous inclusion
Y Q(M,EY) — &(M, EY), we again get a nice square of injective continuous
linear identification maps:

P(M,E) —— &(M,E)

i| /|
&', E) 2 oM, E)

(note that (zV)* is injective since (M, EV) is dense in &(M, EV); after all, the
statements from the previous section are equally valid if we replace FE by EV).
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Remark 3.2.1. Just as in the Euclidean case, &' (M, E) and 2'(M, E) are strong
duals of locally convex vector spaces and therefore Hausdorff. )

Remark 3.2.2. As described in Section B.1, every chart (U, k) of M induces a
trivialization p,: Dy — K of D — M over U via the nowhere vanishing smooth
section |dky A -+ A dky| of the rank 1 bundle Dy — U. In other words, for
any chart (U, k) of M there is a total trivialization triple (U, k, p) of D — M
that is associated in a natural way to (U,x). Using this, we see that every
total trivialization triple (U, &, p) of E — M gives rise to a total trivialization
triple (U, , p)) of EY — M: if p,, denotes the trivialization of D — M over U
associated to (U, k), then pY: (EY)y = (Ey)Y — K" is defined by stipulating
that for x € U, T, € Hom(E,, D) is mapped to p,oTyo(p|p )" € (K")* ~K".

Now let ¢ € &M,EV) and ¢ € &(M,E) and let ¢ := p/ o por~! and
15 := potor~! be the vector-valued functions on #(U) which correspond to ¢,
respectively v, under these trivializations. As a direct consequence of the given
definitions, we then have

o) or™! = ;@;. (3:2)
j=1

That is, the bilinear map (-,-): &(M,EV) x &(M,E) — &(M, D) that we have
defined above, basically corresponds to the standard ‘bilinear product’ on K"
if we use the ‘coherent’ trivializations that we have just discussed (note that if
K = C, the standard ‘bilinear product’ is not the same as the standard inner
product). @

Remark 3.2.3. By combining the previous remark with Remark 3.1.4, we see
that for every total trivialization triple (U, k, p) of the bundle E — M, we not
only have &(U, Ey) ~ (&(k(U)))*" and 2(U, Ey) ~ (2(x(U)))*", but also

&, (Ev)") = (U, (EY)v) = (6(s(U)))*"  and
2, (Ev)”) = 2(U,(E")v) ~ (2(k(U))) "

Using the neat interaction between products and duals, which is described in
Lemma A.5.2, we subsequently obtain linear topological isomorphisms

&'(U, Ey) = (6(U, (Ey)”))" ~ (¢"'(x(U))*"  and
7'(U, Ey) = (2(U.(Ev)"))" = (2'(s(U))) "

These isomorphisms are very natural and respect the structure: for example,
we readily verify that the ‘inclusion’ y: &(U, Ey) C. 2'(U, Ey) that we have
defined above (with M replaced by U and F replaced by Ep) corresponds to
the product

T

—_——
]x.».x]

of the ‘original’ y: &(k(U)) — 2’'(k(U)) under these isomorphisms. %)

If M is equal to an open subset 2 of R"™ and FE is equal to the trivial
line bundle M x K, the previous remark shows that 2'(M,FE) ~ 2'(Q) and
E'(M,E) ~ &'(Q). So, for general manifolds M, we can safely abbreviate
P'(M,M x K) and &' (M, M x K) by, respectively, 2'(M) and &' (M).
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Relevant results

Lemma 3.2.4. The canonical integration map
/ :TYM,D) - K
M

restricts to a continuous linear map from 2(M, D) into K.

Proof: According to Proposition A.3.2, it suffices to prove that [ a Testricts to
a continuous linear map from &x (M, D) into K for every K € Z.(M). So fix
K € Z.(M). Moreover, let {(U;, ki) }icr be a collection of charts of M such that
{U;}ier is an open cover of M by precompact subsets, let {n; }:c; be a (smooth)
partition of unity subordinate to {U;};cr and let K; denote the support of 7;
(which is compact because supp(n;) is a closed subset of the compact subset
cl(U;)). Since {supp(n;)}ier is locally finite, we find a finite subset I of I
with the property that supp(n;) N K # 0 if and only if ¢ € Ix. Using the total
trivialization triples (U;, ki, px;) of D — M that are naturally associated to the
charts (U;, k;) and the definition of [, as given in Section B.1, we see that

—1
w = niw = / Pr; ©Miw 0 iy~ dA
/M Z /M Z wi(Us)

i€k i€k
for every w € &x(M,D). Now let || - |lie k. (with i € I, 1 < ¢ < rank(D),
K € Z.(U;) and k € N) be the seminorms of & (M, D) associated to the total
trivialization cover {(Uj, ki, px;) }icr as introduced in the previous section (see
equation (3.1)). We deduce that for every w € &k (M, D),

T ED SN N
[e=x ]

< D AE(K))  sup |(pe, o mw oy )(2))]

iclx z€R; (K;)
< 3 MwlED) sup (o nT)@)(pow owor V@] g g
ielk zer (Ki) :
< Ar(E)) sup (@)@l .0
i€lx rzeK;
< <Z )\(Hz‘(Kz‘))> > llwlinx.o
i€lk i€l

and since the seminorms || - ||;.¢, k% by definition induce the topology of &(M, D)
and &x (M, D) carries the restricted topology, this estimate shows that |, A iD-
deed restricts to a continuous linear map from &x (M, D) into K.

Lemma 3.2.5. The bilinear map

(,): EWM,EY) x &M, E) — &M, D)
(@, ) = (2= (p(2),9(2)))

1S continuous.
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Proof: Let {(U;, ki, pi) }ier be some collection of total trivialization triples of
E — M such that {U,;}ics is an open cover of M. As a consequence of Re-
mark 3.2.2, this total trivialization cover of £ — M naturally induces total
trivialization covers of D — M and EY — M and we denote the seminorms
from the inducing collections associated to these total trivialization covers by
- 0E ke - ||fZK7k and || - |2, j , (see equation (3.1) for their definition).

Now fix i € I, K € Z.(U;) and k € N. As in Remark 3.2.2, we denote
the vector-valued functions on x;(U;) which correspond to ¢ € &(M, EY) and
¢ € &M, E) under the trivializations by ¢ and v. Using equation (1.3) and
equation (3.2), we find that

(e, U121 k. = llow,s © (0, 00) 0 K7

= 11> @50sllnarerr < D NG5
=1 =1

Iii(K),k

I{i(K),k
N D Bl il s s () (34)
j=1|a|<k BLa
=1 D2 Y 1 DNl 1
|| <k BLla j=1

for every ¢ € &(M,EV) and ¢ € &(M, E) and since, according to Lemma A.5.4,
the continuity of (-,-) is a consequence of the existence of such estimates, this
finishes the proof. O

Corollary 3.2.6. For every ¢ € &(M, E),
vy 2(M,EY) — 2(M,D): ¢ = (o)
is a continuous linear map.

Proof: Let K € Z.(M). From the continuity and bilinearity of {-,-) as map
from &(M, EV) x &M, E) into &(M, D) and the fact that

supp((,v)) C supp(y) N supp(y))

it follows that vy, is a continuous linear map from &x (M, EV) into &x (M, D)
(note that continuity on the product implies seperate continuity). The result
follows by using Proposition A.3.2 and the fact that &x (M, D) C. 2(M, D).O

Corollary 3.2.7. For every v € 9(M, E),
by: &(M, EY) = Z(M,D): ¢ = (,1))
is a continuous linear map.
Proof: From the continuity of (-,-) as map from &(M,EY) x &(M, FE) into
&(M, D) and the fact that supp({y, 1)) C supp(¢)) Nsupp(e)) it follows that 0y

is a continuous linear map from & (M, EV) into &uppy) (M, D). Combining this
with Euppw) (M, D) Cc Z(M, D) gives the desired result. O
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Lemma 3.2.8. Let v € &(M,E). Then t» = 0 if and only if [p,¥] = 0 for
every p € 9(M,EY).

Proof: The direct implication is trivial, so assume that [p,¢] = 0 for every
¢ € 9(M,EY). Fix an arbitrary zg € M. We will show that ¥(xg) = 0.
Choose some total trivialization triple (U, k, p) of E — M such that ¢y € U and
let pY be the induced trivialization of EV — M over U. If we denote the the
vector-valued function on k(U) that corresponds to ¢ under the trivialization
by z/NJ, then

[

GiU— Bz (plwn,)  (B@)),
where the horizontal bar stands for ‘complex conjugate of” (so if K = R it does
nothing), is a smooth section of (EY)y — U. Now pick some x € 2(M) such

that im(x) C [0,1], supp(x) C U and x(z¢) = 1. Then ¢ := x¢', where x¢’ is
interpreted as a function on M in the obvious way, is an element of 2(M, EV)

which corresponds to (x o ffl)z under the trivialization triple (U, k, p,/). As a
consequence,

©» = ©» = o (p orx~td
[ 51/}] / < 51/}> A( )pl{ < 51/}> K A
= - ok b))\ = ok Y)Y d,
/N( )jEl(X KTO)Y; /N( )(X &)Y

where || - || denotes the standard Euclidean norm on K" and where we have used
the fact that supp(¢) C U to obtain the second equality and equation (3.2) to
obtain the third equality. But by assumption [p, 4] = 0, so it follows that

/ (xor 3] dr =0
k(U)

and since (xor™!) [[4h]| is a real-valued nonnegative smooth function, this implies
that (x o k7 1)||¢|| = 0. Therefore, in particular

(o)l = (x 0 ™) (w(@o)[[¢ (k(x0))]| = 0
from which we conclude that 1(k(z)) = 0 and hence that ¥ (zo) = 0. O

Lemma 3.2.9. Let p € &(M,EV). Then ¢ = 0 if and only if [p,¥] = 0 for
every ¥ € (M, E).

Proof: The proof is completely analogous to the proof of the previous lemma.]

Now that we have discussed the ‘relevant results’, the time has come to fulfill
a promise.

Claim. 7 and j are well-defined injective continuous linear maps.

Proof: Let us start with j: &§(M,E) — 2'(M,E). If ¢ € &(M,E), then
uy: Z2(M,EY) — K: ¢ — [p,9] is equal to the composition [, ovy and
since [,, and vy, are both continuous linear maps (see Lemma 3.2.4 and Corol-
lary 3.2.6), uy is a continuous linear map as well. That is, uy € 2'(M, E),
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thus 7 is well-defined. That j is linear is of course clear and that j is injec-
tive follows straight from Lemma 3.2.8, so it only remains to be proven that
7: E(M,E) — 2'(M, E) is continuous. We do this via Lemma A.1.2, i.e., by
finding suitable estimates.

Let B be a bounded subset of Z(M, EV) and let ¢ be the associated semi-
norm of 2'(M,E) = (2(M, EY))*. In addition, let {(U;, ki, pi) }ier be a total
trivialization cover of £ — M with precompact domains U; and denote the
corresponding seminorms for &(M, FE) and &(M,EY) (via the induced total
trivialization cover of EY — M) by || - ||, x4, respectively || - HEZKJC (where
iel,1<t{<r, K e Z(U;) and k € N). Thanks to Lemma 3.1.9, we find
an K € &.(M) such that B is a bounded subset of &x (M, EY) and if we look
at the proofs of Lemma 3.2.4 and Lemma 3.2.5 and combine equation (3.3) and
equation (3.4), we see that there exist a constant C' > 0, a finite subset Ix of
I and compact subsets K; € %.(M) for every i € I, such that for all ¢ € B
and ¢ € &(M, E)

IR S

iclx j=1

E\/
i;iji;0|

E
1/)||i,j,Ki,0'

Now since B is bounded in & (M, EY), we can find constants D;; for i € Ik
and 1 < j < r such that H‘PHE]‘V,Ki,o < Dy, for all ¢ € B and if we define

D :=max{D;; | i € Ix and 1 < j <r}, we get that

/M<<p,¢>‘ <D S IIE ks

i€l j=1

qp(9(¢)) = sup
peB

for all ¢ € &(M, D). Because this is an estimate of the desired form, we conclude
that j is indeed continuous.

The discussion for j is very similar. If ¥ € (M, E), 4y = fM oly, hence
Gy € &' (M, E) by Lemma 3.2.4 and Corollary 3.2.7 and thus j is well-defined.
The linearity of j is clear and the injectivity again follows from Lemma 3.2.8.
According to Proposition A.3.2, to prove that j: (M, E) — &' (M, E) is contin-
uous, it suffices to prove that jis continuous on &x (M, E) for every K € Z.(M).
So fix K € #.(M) and let B be a bounded subset of &(M, EV). As above, we
choose a total trivialization cover {(U;, ki, p;) }ier of E — M with precompact
domains U; and we find a constant C' > 0, a finite subset I of I and compact
subsets K; € P.(M) for every i € Ik, such that for all p € B and ¢ € &k (M, E)

\ /M<<p,¢>\ <0 Y Sl kol ko

iclx j=1

Exploiting the fact that B is bounded in &(M, EY) in the same way as above,
we arrive at our desired estimate. ([

3.3 Support of a distribution

Despite of the fact that the definition of a distribution in the setting of vector
bundles is a bit more technical, the arguments and definitions from the first
chapter in general only need small modifications if we want to use them in the
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current setting. Regarding the definition of the support of a distribution there
is, compared to Section 1.4, in fact only one noteworthy step (which is still
really obvious): restriction of distributions with ‘values’ in F is the adjoint of
extension of sections of EV. To be complete and a bit more precise, we give a
quick summary.

Let U and V be open subsets of M with V' C U. Then U and V are also
manifolds and we have restricted bundles Eyy and Ey over U and V| respectively.
Clearly, ‘extension by zero’ gives a continuous linear map

exty ;1 2(V,Ev) — 2(U, Ey)
and because EV is a vector bundle over M as well, we also have
exti: 2V, (Bv)Y) = 2(V.(B¥)v) = 2(U.(EV)v) = 2(U. (Ev)").
Taking the adjoint of ext{”;)VU then gives a continuous linear ‘restriction” map
res; 1= (extfivU)*: 2'(U,Ey) — 2'(V, Ey).

Similar arguments as before show that together with these restriction maps the
assignment U — 2'(U, Ey) is a sheaf over M. As a consequence, we have a well-
defined notion of support for elements of 2'(M, E) and it is easy to check that
this extended notion of support coincides with the ordinary one on & (M, E).
Furthermore, locally finite families of distributions and local linear maps are
defined in the same way as in the Euclidean case.

Relevant results

All of the ‘relevant results’ from Section 1.4 are still valid (and relevant) in the
setting of vector bundles. For completeness and convenience we reformulate
them here. The proofs of these results are trivial adaptations of the proofs of
their corresponding results from Section 1.4.

Lemma 3.3.1. For every open subset U of M and every u € 2'(M, E)
supp(uly;) € supp(u)

and if supp(u) C U, then even
supp(u|;,) = supp(u).

Corresponding result: Lemma 1.4.9.

Lemma 3.3.2. Let U be an open subset of M and u € 2'(M,E). Then u
vanishes on U if and only if u(p) = 0 for every p € D(M, EV) with the property
that supp(p) C U.

Corresponding result: Lemma 1.4.10.

Lemma 3.3.3. For every closed subset A of M and every uw € 9'(M, E), we
have supp(u) C A if and only if u(p) = 0 for every ¢ € (M, EY) with
supp(p) € M\ A.
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Corresponding result: Lemma 1.4.11.

Lemma 3.3.4. Let u,v € 2'(M,E) and u € K. Then
1. supp(pu) =0 if p =0,
2. supp(pu) = supp(u) if u #0 and
3. supp(u + v) C supp(u) U supp(v).

Corresponding result: Lemma 1.4.12.

Lemma 3.3.5. If u € 2'(M,FE) and ¢ € 9(M,EV) with the property that
supp () Nsupp(u) = 0, then u(yp) = 0.

Corresponding result: Lemma 1.4.13.

Lemma 3.3.6. Ifu € 2'(M,FE) and ¢ € 9(M, EV) vanishes on an open neigh-
borhood of supp(u), then u(p) = 0.

Corresponding result: Lemma 1.4.14.

Lemma 3.3.7. If u € 2'(M,E) and ¢,V € P(M,E") such that ¢ and 9
coincide on an open neighbordhood of supp(u), then u(p) = u(y).

Corresponding result: Lemma 1.4.15.

Lemma 3.3.8. Let u € 9'(M, E). If there exists an open subset U of M such
that supp(u) C U and u|,; =0, then u = 0.

Corresponding result: Lemma 1.4.16.

Lemma 3.3.9. Let u, v € 2'(M, E). If there exists an open subset U of M
such that supp(u) C U, supp(v) C U and ul,; = v|, then u=v.

Corresponding result: Lemma 1.4.17.

Lemma 3.3.10. Let U and V be open subsets of M and let u € 2'(U, Ey)
and v € 9'(V, Ey) such that u|yqy, = vlgay- Then u(p|,) = v(ely,) for all
w € P(M,E) with supp(p) CUNV.

Corresponding result: Lemma 1.4.18.

Lemma 3.3.11. Suppose that {u;}icr is a locally finite family of distributions
on (M, E). Then

Zui: P(M,EY) - K: ¢ — Zul(gp)
i€l iel
is a well-defined distribution on (M, E).

Corresponding result: Lemma 1.4.19.

Lemma 3.3.12. Let {u;}icr be a net in 2'(M,E), w € 2'(M,E) and K a
compact subset of M such that u; — w in 2'(M, E) and supp(u;) C K for every
i € I. Then also supp(u) C K.

Corresponding result: Lemma 1.4.20.
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3.4 Pushforward of a distribution

Although most of the material in this chapter generalizes concepts from the first
chapter, this section covers a principle intrinsic to the setting of vector bundles:
pushforwards under vector bundle homomorphisms. In addition to the vector
bundle E over M of rank r that is around in the entire chapter, F' will denote
a vector bundle over M of rank s in this section.

Let T: E — F be a vector bundle homomorphism (recall that all vector
bundle homomorphisms are assumed to be the identity on the base space,
see ‘Notation and conventions’). Then we have a well-known pushforward
T.: &(M,E) — &(M, F) defined by (T.p)(x) := Tp(z) and it is not difficult to
check that:

Claim. T, is a continuous linear map.

Proof: Let {(U;, ki, pE, pF)}icr be a collection of 4-tuples such that for every
i € I, (Ui, ki, pP) is a total trivialization triple of E — M and (U, s, pf')
is a total trivialization triple of F — M and such that {U;};c; is an open
cover of M. To prove that T} is continuous, we will give an estimate in terms
of the seminorms associated to the trivialization covers {(U;, ki, p¥)}ier and
{(Us, ki, pF) }ier (note that it is evident that T, is linear). Fixi € I, 1 < £ < s,
K € Z.(U;) and k € N. To avoid cumbersome notation, we denote for every
0 € EM,E), pFopor;t by ¢ and we define T: x(U;) x K" — K* by

—1
Fa= (st oo () )

Of course, T is nothing more than a smooth s X r matrix on ki(U;) and we have
pf oTypo /{Zl = T@

Therefore, using equation (1.3), we find that for every ¢ € &(M, F)

T T
fe,K,k = Z Tom®@mll (k)6 < Z | Tem Pl s (7).

m=1 m=1

< Z Z Z <g>”TEm|m(K),k||¢m|m(K);k

m=1|a|<k f<a

Txpl

T
ki(K),k Z ||90||fm,1<,k7

m=1

gizz®%

n=1|a|<k B<a
which proves that T is continuous on behalf of Lemma A.1.2. O

Since clearly supp(Txp) C supp(p) for every ¢ € &(M, E), it subsequently
follows that T} restricts to a continuous linear map from Z(M, E) into (M, F).
Now observe that if T: E — F' is a vector bundle homomorphism, then also its
‘functional adjoint’

TV: F¥Y = Hom(F, D) — Hom(E, D) = EY,
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which sends L, € Hom(F, D,) to L, oT € Hom(E,, D,), is a vector bundle
homomorphism. Taking the pushforward of T then gives a continuous linear
map (TV).: 2(M,FV) — 2(M, EV) and by subsequently taking the adjoint of
this map, we get a continuous linear map ((T'V).)*: 2'(M,E) — 2'(M, F).

Claim. ((TV).)* extends Tk.

Proof: Note that for all ¢y € &(M, E), o € 2(M,FY) and v € M,

(TY)wp, ) (@) = ((TY)x ) (@), () = (T p(), ¥(x))

— (o) TH(@)) = (p(@), (L)) = (0. L)), )

hence

(7)) i) (9) = 2(TV)o0) = [(T¥)oc0. 0]
[ @)= [ o1 =0Tl = iule). D
M M

On behalf of this claim, we can safely denote ((T"V).)* again by T. and
we conclude that every vector bundle homomorphism 7': F — F gives rise to
a nice continuous linear pushforward map T.: 2'(M,E) — 2'(M,F) on the
level of distributions that extends the ordinary continuous linear pushforward
T.: &(M,E) — &(M, F) on the level of smooth sections.

Remark 3.4.1. 1t is possible to combine the concept of pushforwards under vec-
tor bundle homomorphisms with the concept of pushforwards under diffeomor-
phisms that we have discussed in Section 1.7. For this, we would start with
isomorphic vector bundles £ — M and F — N over possibly different base
manifolds (which would, however, be diffeomorphic since a vector bundle isomor-
phism induces a diffeomorphism of the base manifolds) and given a vector bundle
isomorphism T: E — F, we would combine the approach of this section and Sec-
tion 1.7 to obtain a linear topological isomorphism T : 2'(M,E) — 2'(N, F).
When N = M and F = E, this T, then resembles a ‘change of coordinates’ for
the vector bundle £ — M. @

Relevant results

Lemma 3.4.2. For every vector bundle homomorphism T: E — F,
T.: 9" (M,E) — 2'(M, F)
is &(M)-linear.
Proof: Let w € 9'(M,E), ¢ € &(M) and ¢ € Z(M,FY). Using the trivial

observation that ordinary pushforwards of vector bundle homomorphisms on
the level of smooth sections are & (M )-linear, we deduce

(Tumyu) () = (myu) (TY)«p) = ulmy (T).p)
= u((T")umyp) = (Tuu)(myp) = (myTeu)(p). O
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Lemma 3.4.3. For every vector bundle homomorphism T: E — F and all
ue P'(M,E),
supp(Tiu) C supp(u).

(In other words, Ty.: 9'(M,E) — 2'(M, F) is local.)

Proof: Let v € 2'(M, FV) with the property that supp(p) € M \ supp(u). On
behalf of Lemma 3.3.3, it suffices to prove that (T.u)(p) = 0. As observed be-
fore, it is clearly true that ordinary pushforwards on the level of smooth sections
are local, so supp((T").p) C supp(¢) € M \ supp(u) and in combination with
Lemma 3.3.3 this implies

(Tuu) () = u((TV)xp) = 0. O

Lemma 3.4.4. Let E, F and H be vector bundles over M and T: E — F and
L: F — H vector bundle homomorphisms. Then (Lo T), = L, o T,.

Proof: If we view the pushforwards as maps on the spaces of (compactly sup-
ported) smooth sections, this is obviously true, so the statement is really about
the newly defined generalized pushforwards on the spaces of distributions. That
is, we should prove that (((L o T)V).)* = ((LY)«)* o ((TV).)*. But it follows
straight from the definition of the functional adjoint of a vector bundle homo-
morphism that (Lo T)Y = TV o LY and ((L o T)Y), is meant as an ordinary
pushforward of sections, so we indeed obtain

(LoT)"))" = ((TY o L))" = ((T")x o (LY)s)" = ((L¥)x)" o ((T):)".
O

Lemma 3.4.5. Let E, F be vector bundles over M and let T: E — F and
L: E — F be vector bundle homomorphisms. Then (L +T), = L. + T.

Proof: Again, (L +T), = L. + T, clearly holds for the ordinary pushforwards
on smooth sections, so we should prove that

(T +L)"))" = ((TY))" + (L¥)s)"-

Since the adjoint -* preserves addition and, as we have just mentioned, the
same is true for the ordinary pushforward, this boils down to proving that
(T + L)Y =TY + LY, which is a trivial consequence of the definition of the
functional adjoint. O

Lemma 3.4.6. For every vector bundle homomorphism T: E — F', the push-
forward Ty.: 9' (M, E) — 2'(M, F) restricts to a continuous linear map from
&' (M, E) into &' (M, F).

Proof: As we already know, the ordinary pushforward of TV: F¥Y — EV is both
a continuous linear map from Z(M,FY) into 2(M,EV) and from & (M, FV)
into &(M, EV). Considering (TV). as map from & (M, F") into &(M, E¥) and
taking its adjoint gives a continuous linear map from &'(M, E) into &' (M, F)
that clearly equals the restriction of T.: ' (M, E) — 2'(M, F) to &' (M, E).O]
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To establish an analogue of Corollary 1.3.2 (which we will need in the next
chapter to deal with duals of functional spaces in the context of vector bundles),
we consider the canonical map

v: E— (EY)Y = Hom(Hom(E, D), D),

which sends e, € FE to ‘evaluation in e,’. To be more precise, the image
v(e;): Hom(E,, D) — D, of e, under v is defined by v(e;)T, := Tye,.

Claim. v is a vector bundle isomorphism.

Proof: Using some well-known vector bundle isomorphisms, we deduce
(EY)Y = Hom(Hom(E, D), D) ~ Hom(E* ® D, D)
~(EF*®@D)*®D~ ((E")*®@D*)® D
~(E")"®(D*"® D)~ (E*)" ® (M x K)
~ (E")* ~ E,
where the steps are taken so small that it should be clear what the explicit

isomorphisms are. That the ‘backwards’ composition of these explicit isomor-
phisms equals v is readily verified on a piece of scrap paper. O

As a consequence of this claim, v, is a topological isomorphism from 2(M, E)
onto Z(M, (EY)"). Moreover, we easily check that for every ¢ € (M, EY) and
Ve g(M,(EY)Y),

[1/)7 <P] = [907 (V*)71¢]7
where the brackets on the left hand side are the brackets of the pairing
[' ’ ] Q(Ma (E\/)\/) X éo(Mv Ev) —K
and the brackets on the right hand side are the brackets of the pairing
[,]: 2(M,EY) x &M, E) — K.

We are now ready to prove the desired analogon of Corollary 1.3.2. Let ¢ be
the canonical topological isomorphism from 2(M, EV) onto ((2(M, EY))*)* =
(2'(M, E))* (recall that 2(M, EV) is reflexive), let 7, » and ¥ be as in the
previous section and let jV: &(M,EY) — 2'(M,EY) be the ‘version’ of 5 for
the vector bundle EV. Then we have:

Lemma 3.4.7. ((vx) " H)* o (yo1)*oi= v 01",
Proof: For all ¢ € 2(M,EV) and ¢ € 2(M, (EV)V),

() ™) (00 1) () = (70 0) 1) (1) ~H) = (2) (5 0 ) (15) ™1 4)
= (i) (U, )—1) = U )-15(9) = [, (ve) "]
= [, 0] = (7" 01")9) (¥). O
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3.5 Multiplication by smooth functions

For multiplication by smooth functions things are pretty obvious. Every element
@ of &(M) gives rise to a continuous linear map

Me: &(M,E) —» &M, E): ¢ — (x — p(x)Y(x))

which restricts to a continuous linear map from Z(M, E) into (M, E). Since
EVY is a vector bundle as well, we in particular have a continuous linear map
my: D(M,EY) — 2(M,E") and the adjoint of this map gives a continuous
linear extension of my: &(M,E) — &(M,E) to 2'(M, E).

Instead of checking all these statements, we observe that every ¢ € & (M)
gives rise to a vector bundle homomorphism T,: ¥ — E by ‘pointwise multi-
plication’, i.e., by sending e, € E, to p(x)e,. Clearly, the ordinary pushfor-
ward of T, on the level of smooth sections equals the map m, given above,
which is therefore indeed a continuous linear map from & (M, E) into &(M, E)
that restricts to a continuous linear map from 2(M, E) into 2(M, E), and we
readily check that the ‘distributional’ pushforward (T,,). equals the adjoint of
my: 2(M,EY) — 2(M,EY). Indeed, for every ¢ € 2(M,E") and x € M,

(T))0)@) = (1) (6(2)) = pl@)i(z) = (m5)(a),
SO
(Typ)s = ((T))4)" = (my)".
Thus, the statement that the adjoint of my: (M, EY) — 2(M,EY) gives a
continuous linear extension of my: &(M,E) — &(M,E) to 2'(M,E) is just
a special case of the extension of pushforwards to distributions that we have
treated in the previous section.

Relevant results

All of the ‘relevant results’ from Section 1.5 are still valid (and relevant) in the
setting of vector bundles. For completeness and convenience we reformulate
them here. The proofs of these results are trivial adaptations of the proofs of
their corresponding results from Section 1.5.

Lemma 3.5.1. For every u € 2'(M,E) and ¢ € &(M)

supp(yu) C supp(tp) Nsupp(u).

Corresponding result: Lemma 1.5.3.

Lemma 3.5.2. Let u € Z'(M,E), v € &(M) and U an open subset of M.
Then

(Vu)ly = Yl uly -
Corresponding result: Lemma 1.5.4.

Lemma 3.5.3. Letu € 2'(M,E) and ) € &(M). If x € supp(u) and ¢ equals
1 on an open neighborhood U C M of x, then x € supp(¢u).

Corresponding result: Lemma 1.5.5.
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Lemma 3.5.4. Ifue€ Z'(M,E) and ¢ € &(M) equals 1 on an open neighbor-
hood of supp(u), then Yu = u.

Corresponding result: Lemma 1.5.6.

Lemma 3.5.5. For all u € 2'(M,E) and v € &(M) with the property that
supp(¢) Nsupp(u) = 0, Pu = 0.

Corresponding result: Lemma 1.5.7.

Lemma 3.5.6. If ¢y € &(M, E), U is an open subset of M and u € &' (U, Ey),
then
Y(exty,n u) = extya (V] u).

Corresponding result: Lemma 1.5.8.

Lemma 3.5.7. Ifu € & (M, E) and U is an open subset of Q with the property
that supp(u) C U, then ul|, € &' (U, Ey) and
exty o (U|U) = u.

Corresponding result: Lemma 1.5.9.

Lemma 3.5.8. For every open subset U of M and every u € &' (U, Ey)

supp(exty,ar w) = supp(u).
Corresponding result: Lemma 1.5.10.

Lemma 3.5.9. Let {u;}icr be a net in 2'(M,E) and w € 2'(M,E). Then
u; — uin 2'(M, E) if and only if pu; — u in 2'(M, E) for every p € 2(M).

Corresponding result: Lemma 1.5.11.

We can now prove the following generalization of Lemma 1.3.3.
Lemma 3.5.10. 2(M, E) is sequentially dense in & (M, E) and 9'(M, E).

Proof: We will start with the claim that 2(M, E) is sequentially dense in
9'(M,E). Solet u € 9'(M, E). To find a sequence in Z(M, E) that converges
to u in 2'(M, E), we first choose some countable collection {(U;, k4, pi) }ien of
total trivialization triples of E — M such that {U;}ien is a locally finite open
cover of M by precompact subsets (this is possible because M is assumed to be
second-countable). Then for every i € N,

2Ui, Eu,) =~ (2(xi(U:)))*" and = 2'(Ui, Ey,) =~ (2'(xi(U)))*",

while the inclusions 2(U;, Ey,) C. 2' (U, Ey,) correspond to the (product of
the) inclusions 2(k;(U;)) Cc 2'(k;i(U;)) (see Remark 3.2.3). Therefore, on
behalf of Lemma 1.3.3 and the trivial fact that the product of sequentially dense
subsets is sequentially dense, 2(U;, Ey, ) is sequentially dense in 2'(U;, Ey,) for
every i € N. Using this, we find for every i € N a sequence {¢’ } jen in 2(U;, Ey,)
such that % — uly, in 2'(U;, Ey,) when j — oco.
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Next, choose some smooth partition of unity {7; };en subordinate to {U; };en.
Since the U; are precompact, we have that 7, € (M) for every i € N (observe
that supp(n;) C cl(U;), so supp(n;) is a closed subset of a compact subset) and
because supp(n;) € U;, we also have ;| € Z(U;). Just as in the Euclidean
case, multiplication by a compactly supported smooth function is a continuous
linear map from the space of distributions into the space of compactly supported
distributions, so we find that for every i € N, n;[; % — nily, uly, = (i),
in & (U;, Ey,) when j — oo. Applying the continuous linear ‘extension by
zero’ map exty a: ' (Ui, Ey,) — &' (M,E) C. 2'(M, E), subsequently shows
that for every i € N, nicpj» — nu in 9'(M,E) when j — oo, where mcpj» is
interpreted as an element of Z(M, E) in the obvious way (so it equals zero
outside supp(n;) C U;).

We now claim that the sequence {1} en, defined by

J
J :Znﬁo; S @(M7E)7

=0

converges to u in 2'(M,E). To prove this, let B be a bounded subset of
9 (M, EY) and let ¢p be the associated seminorm of 9'(M, E) = (2(M,EV))*.
On the strength of Lemma 3.1.9, we then find an K € &(M) such that B
is a bounded subset of &x(M,EY) and because {U;}ien is locally finite, we
subsequently find an N € N such that U; N K = () for all : > N. If we combine
this with Lemma 3.3.5, we see that for all x € B and j > N,

N

Pi() =Y i) () =Y _(migh)(x) and
=0
N

1=0
u(x) =
=0 1=0
So, for all j > N,
asu = v;) = sup Julx) — ()] = sup IZ niw = 0i%) (%)
X

N
<> ap(nu—ni})
1=0

and since for every i € N, 771«;7;- — nu in 2'(M, E) when j — oo, this shows
that ¢g(u — ;) — 0 when j — co. Hence, {¢;},en indeed converges to u in
2'(M, E) and we conclude that 2(M, E) is sequentially dense in 2'(M, E).
That 2(M, E) is also sequentially dense in &' (M, F) is an easy consequence
of the just proven fact. Take u € &'(M, E). Then in particular u € 2'(M, E),
so we find a sequence {¥;};en such that ¢; — u in 2'(M,E). Now take
© € 2(M) such that ¢ equals 1 on an open neighborhood of supp(u). Then
m,, is a continuous linear map from 2'(M, E) into &' (M, E) and myu = u, so
{¢Y;}jen is a sequence in (M, E) such that ¢y, — uw in &'(M, E). O
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3.6 Differentiation

The situation regarding differentiation is a bit more complex. On a manifold
we in general do not have globally defined partial derivatives, but we do have
linear partial differential operators between vector bundles which can locally be
expressed in terms of partial derivatives. To discuss these differential operators,
we agree that F' again denotes a vector bundle over M of rank s in this section
and that

(-,Vp: E(M,EY) x &(M,E) — &M, D) and
(,Vp: &M, FY)x &M, F) — &M, D)

are the ‘pairings’ that we have discussed earlier.

As we briefly recall in Section B.4, a (smooth linear partial) differential
operator P from E to F, notation P € Diff(E, F), is a special type of linear
map between the spaces of smooth sections of E and F'. Since we have endowed
these spaces of smooth sections with locally convex topologies, it is natural to
ask whether partial differential operators are continuous.

Proposition 3.6.1. Fvery P € Diff (E, F) is a continuous linear map from
&(M,E) into &(M, F).

Proof: According to Theorem B.4.3, there exist vector bundle homomorphisms
To, ..., Ty, € Hom(E, F) and differential operators Py, ..., P, € Diff(E, E)
such that P = Z;‘n:() (T;)« o P; and because we already know that the pushfor-
wards (7). are continuous linear maps from & (M, E) into & (M, F), we see that
it suffices to show that every differential operator from E to E is a continuous
linear map from & (M, E) into &(M, E). Thanks to the work that we have done
earlier in this chapter, this is actually really easy. Fix Py € Diff(E, E), choose
some vector bundle metric g on F and recall from the beginning of this chapter
that the topology of &(M, E) is induced by the seminorms

el p = sup [(Pp)(x)[?
reK

with K € P.(M) and P € Diff(E, E). Since a composition of differential
operators is again a differential operator, we simply have

1Poellfp = sup [(PPop)(@))? = ll¢ll% pp,

for all p € &(M,E), K € (M) and P € Diff(E, E) and on the strength of
Lemma A.1.2, this proves that Py: &(M, E) — &(M, E) is continuous. O

Corollary 3.6.2. Every P € Diff(E, F) restricts to a continuous linear map
from D(M, E) into (M, F).

Proof: Because differential operators are local, it follows from the previous
proposition that P is a continuous linear map from &x (M, E) into &x (M, F) for
every K € &P.(M), so the result follows by using that & (M, F) C. (M, F)
and applying Proposition A.3.2. (|
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Of course, since this chapter is about distributions, we are interested in
extending differential operators P: &(M, E) — &(M, F) to maps between the
spaces of distributions on (M, E) and (M, F'). To realize this, we introduce the
concept of formal adjoints.

Definition 3.6.3. A formal adjoint of a differential operator P € Diff (E, F) is
a differential operator ) € Diff (FV, EY) such that

| P = [ @pu

forallp € &(M, FV) and ¢ € &(M, E) with the property that supp(¢)Nsupp(v))
is compact. @

Looking back, we see that we have actually already encountered a formal
adjoint. Indeed, if T: E — F is a vector bundle homomorphism, then T} is a
partial differential operator (of order 0) and equation (3.5) shows that (7).
is a formal adjoint of T,. Moreover, in this specific case we have seen that
the adjoint (as a linear map) of the formal adjoint extended the original map,
something which is true in general:

Lemma 3.6.4. If o differential operator P: &(M,E) — &(M,F) has a for-
mal adjoint Q: &(M,FY) — &(M,EV), then the (linear topological) adjoint

*: 9 (M,E) — 9'(M,F) of the restriction Q: 2(M,FY) — 2(M,E") ex-
tends P.

Proof: Let ¢ € &(M,E) and p € 2(M,F"). Then

@ un)(e) = up(@e) = [ Qo= [ (0Pl =urs(e) L

Because the formal adjoint @) in the lemma above is by definition again a
differential operator and therefore a continuous linear map from 2(M, F") into
P9 (M, EY), the extension Q*: 2'(M,E) — 2'(M, F) of P is also a continuous
linear map. The following result therefore shows that every differential operator
P € Diff (E, F) has a continuous linear extension to a map between the spaces
of distributions on (M, E) and (M, F).

Theorem 3.6.5. Every P € Diff(E, F) has a unique formal adjoint.

Sketch of the proof: The uniqueness is easy. Suppose that both Q and Q' are
formal adjoints of P. Then we have for all ¢ € &(M, FY) and ¢ € Z(M, E),

KQ—@%ME:ANQ—QMWM
:/<Q%wm—/XQ%wE
M M
:/<%PwF—/<%PwF:o
M M

Hence, on behalf of Lemma 3.2.9, (Q" — Q)p = 0 for all p € &(M, F"), which
proves that Q' = Q.
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For the existence part of the statement, we only give a sketch of the proof.
Take k£ € N such that P is of order at most k. Because the assignment
U — Diffy(Fy, Fy) is a sheaf over M (we briefly mention how restriction of
a differential operator works in Section B.4), we may reduce the problem of
finding a formal adjoint for P to finding a formal adjoint for P|, for every
simultaneous total trivialization ‘triple’ (U, x, p¥, p¥') of E — M and F — M.
By definition, P|;; can be written as } -, < (Ca)« 0 0 for certain vector bun-
dle homomorphisms Cy: Eyy — Fyy and by using the trivializations to switch to
ordinary Lebesgue integrals and using partial integration, we see that

Qui= Y (~1) a2 o (CY).

la| <k
is a formal adjoint for P|;. O

There are two things that are relevant to note here. First, we see from the
sketch of the proof given above that if P is of order at most k, also its formal
adjoint @ is of order at most k. And, second, one should be aware of the fact
that the uniqueness of the formal adjoint of P does not necessarily imply that
the extension of P to a continuous linear map from 2'(M, E) into 2'(M, F)
is unique. However, the latter is true anyway, because & (M, E) is dense in
P'(M,E) and 2'(M, F) is Hausdorff.

Remark 3.6.6. In the case of open subsets of R™ and trivial line bundles, we
easily verify that the formal adjoint of a partial derivative 9;, with 1 < ¢ < n,
equals —0;. So although on R™ it often seemed that we were taking ordinary
adjoints, we have actually been working with formal adjoints from the start. @
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Functional spaces on vector bundles

As discussed in the introduction of the previous chapter, we would like to gener-
alize our theory of functional spaces from the Euclidean context to the context
of vector bundles. This might sound like a lot of work, but for a large part of the
theory this generalization is actually rather painless. The reason for this is that
most of the technicalities that differential geometry brings along are already
incorporated in our theory of distributions on vector bundles. Compared to
the Euclidean context, our ‘new’ spaces of distributions basically have the same
properties and our ‘toolbox’ is filled with similar results. There are only two
topics that need some extra attention, namely duals and powers of functional
spaces.

So, if this chapter would only be about generalizing the material from the
second chapter, we would be finished relatively quick. However, generalizing
the formal theory of functional spaces is only part of the work and not even
the most important part. When working with partial differential equations on
vector bundles, much more than a framework to deal with ‘solution spaces’, we
would namely like to have a framework to create ‘solution spaces’. In other
words, we would like to be able to ‘bring’ the familiar and well-behaved solution
spaces from the Euclidean context ‘with us’ when going from Euclidean space to
vector bundles, so that we can use the ‘same’ solution spaces for problems that
require more geometry. In this chapter, we will show that this wish can basically
be granted. Of course, due to the different context, spaces of (distributional)
sections of a nontrivial vector bundle cannot be literally the same as a functional
space (i.e., a ‘solution space’) on R, but it is possible to create functional spaces
on vector bundles that ‘look like’ sufficiently well-behaved functional spaces on
R". We can even do this in such a way that many important properties are
preserved.

As in the previous chapter, M denotes an n-dimensional (second-countable
smooth) manifold and £ — M denotes a rank r vector bundle over M.

4.1 Generalization to vector bundles

As indicated in the introduction above, most of the definitions and results from
the second chapter generalize in a trivial and straightforward manner. For
example, the definition of a functional space becomes:

Definition 4.1.1. A functional space on (M, FE) is a linear subspace % of
2'(M, E) that contains Z(M, E) and carries a locally convex topology such
that:
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1. 9(M,E) C. F Cc 9'(M, E) and

2. for every p € (M), my: 2'(M,E) — 2'(M, E) restricts to a continuous
linear map from % into .%. @

Compared to our ‘original’” definition of a functional space, Definition 2.1.1,
the only difference is that all occurences of Q are replaced by (M, E) or M.
And, as surprising as it may sound, such replacements are in fact sufficient to
make the step from R™ to vector bundles for the majority of the definitions and
results (to be precise: 2 should be replaced by M when we pick elements for
multiplication and by (M, E) otherwise). There are only a few exceptions:

e The generalization of invariance needs additional explanation, but because
we will not really need the generalized version, we exclude the definition
and results concerning invariance from the generalization procedure.

e Lemma 2.6.22 and Lemma 2.6.23 are only true under the extra assumption
that M is noncompact. Clearly, if M is compact, Fcomp = F = Floc for
every semi-functional space % on (M, E) (for the latter equality, observe
that the constant 1 function on M is compactly supported in this case).

e The definitions and results from Section 2.9, Section 2.10 and Section 2.12
need extra attention and we shall give this extra attention in the next two
sections.

That most of the material from the second chapter generalizes so easily
confirms that we have really developed a nice, independent theory with intrinsic
arguments. The definitions, results and proofs stay almost literally the same;
we just have to substitute some symbols and replace the supporting results from
the first chapter by their generalized version from the third chapter.

4.2 Special attention: Duals
The basic identities

(7' (M, E))" = (2(M,E"))")" =~ (M, E)
and

(6'(M,E))" = (6(M,E"))")" ~ (M, EY)

already indicate what the ‘problem’ with duals is in the context of vector bun-
dles: the strong dual of a normal functional space .% on (M, E) is in general not
(canonically) a functional space on (M, F) but a functional space on (M, EV).
Of course, this is not really a problem, it is just something that should be ob-
served and dealt with and that requires a little more attention. In order to give
a proper definition, let

gor: 2(M,E) — 9'(M,E), v:E— (EY)" and
i: (M, EY) - (2(M,E"))")" = (2'(M, E))*

be the maps that we have discussed in Section 3.2 and Section 3.4.
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Definition 4.2.1. Let .# be a normal functional space on (M, E) and let
p: (901)(2(M,E)) - F and py':F — 9'(M,E)

be the inclusion mappings. Because (3 01)(Z(M, E)) is dense in .# and F is
dense in 27(Q2), the adjoints of the continuous linear maps

pojgor: (M,E) — F and p':F — 9'(ME),
denoted by
(ogor): F* — (2(M,E)* and (4): (2'(M,E))* — 7",
are injective continuous linear maps and we already know that
it 2(M,EY) - ((2(M,EY))")* = (2'(M,E))* and
()™ (2(M, E)" — (2(M, (EY)"))" = 2'(M, EY),

where the pushforward v, is the ordinary pushforward on compactly supported
smooth sections, are linear topological isomorphisms. We define .#’ to be the
vector subspace (((vx)71)* o (wo 702)*)(F*) of Z'(M,E") endowed with the
topology that turns ((v,)~1)* o (o jo01)* into a linear topological isomorphism
from .7 * onto .%'. @

With a proof very similar to the proof of Proposition 2.10.2, we can show
that %’ is a functional space on (M, EV). Of course, this time the adaption
of the proof requires a little more imagination than substituting some symbols,
but thanks to the fact that we have already proven the correct analogue of
Corollary 1.3.2 in Section 3.4, it should still be possible to do this without a
piece of paper (but be aware of the difference in notation).

Remark 4.2.2. In this situation, it is very convenient to use (v.)* to identify
distributions on (M, EY) with continuous linear forms on Z(M, E). Because v,
is &(M)-linear, this identification also handles multiplication correctly (multi-
plication by ¢ € &(M) on 2'(M,EY) corresponds to the obvious multiplica-
tion, given by the adjoint of my: Z(M,E) — P(M,E), on (Z(M, E))*), so
this identification really allows us to forget about 2’(M, EV) and to work with
(2(M, E))* instead. Under this indentification, the elements of .#’ are precisely
those continuous linear forms on 2(M, E) that allow a continuous extension to
Z; a description which should sound familiar and is easy to work with. %)

Because the adaptations of proofs and results regarding %’ require a bit
more than blindly substituting some symbols and we do not want to spend too
much time on juggling with notation and identifications, we only mention the
following results:

Proposition 4.2.3. The assignment F +— F' is a contravariant functor from

the category of normal functional spaces on (M, E) to the category of functional
spaces on (M, EV).

Lemma 4.2.4. Let & be a normal functional space on (M, E). If F is reflexive
(as locally convex vector space), then F' is again normal.

Lemma 4.2.5. For every normal reflexive functional space F on (M, E)
Vit -@/(Mv E) - -@/(Ma (E\/)V)

restricts to a linear topological isomorphism from F onto (F')'.
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4.3 Special attention: Powers

Also the construction .# — .Z* needs special attention when making the step
from R™ to vector bundles. The reason is simple: we used partial derivatives to
introduce .Z* for k € N, and on a manifold the concept of ‘partial derivatives’
usually only makes sense locally (e.g., on a coordinate chart). So, to start with,
in this more general setting we have to come up with a different definition of
F¥ for k € Ny,. The obvious solution is to use differential operators instead of
partial derivatives:

Definition 4.3.1. Let & be a semi-functional space on (M, E), & an inducing
collection of seminorms for .% and k € Ny,. As a set, we define

F*.={uec 2 (M,E) | Puc.Z for all P € Diff,(F, E)},

where Diff,(E, E) is the space of (linear partial) differential operators from
E to E of order at most k. Subsequently, we define for each p € & and
P € Diff(E, E)

pp: FF = R: u— p(Pu).
We easily see that .#* is a vector subspace of 2'(M, E) and that the pp, with
p € & and P € Diff,(E, E), are seminorms on .#*. We endow .#* with the

topology induced by these seminorms. %)
Remark 4.3.2. Diff oo (E, E) is just the space Diff (E, E) of all linear differential
operators from E to F. @

However, there is a catch: in order to make sure that .#° = .% we need to
assume that % has the following property.

Definition 4.3.3. We say that a semi-functional space # on (M, FE) is top
inwvariant if for every vector bundle homomorphism 7': E — FE the pushforward

T.: 9'"(M,E) — 9'(M,E)
restricts to a continuous linear map from % into .%. @

In fact, #° = .Z if and only if .% is top invariant (note that differential
operators of order at most 0 are pushforwards of vector bundle homomorphisms
and vice versa) and to avoid confusion we agree to only take ‘powers’ of semi-
functional spaces that have this property.

Proposition 4.3.4. Fvery top invariant semi-functional space F on (M, E) is
semi-local.

Proof: Let ¢ € &(M). As discussed in Section 3.5, my,: 2'(M,E) — 2'(M, E)
is equal to (Ty,)«, where T, : E — E is the vector bundle homomorphism given
by ‘pointwise multiplication’. As a consequence, the top invariance of .# implies
that my, = (T}). restricts to a continuous linear map from .# into .%. O

In view of the previous proposition and the discussion following Proposi-
tion 2.9.17, we see that the agreement to restrict our attention to top invariant
semi-functional spaces not only makes sure that .#° = .Z but that it also makes
sure that there is no conflict between the generalized and the ‘original’ definition
of Z#* (as given in the second chapter) when M is an open subset of R* and F
is the trivial line bundle over this open subset.
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Remark 4.3.5. The same discussion also mentions differential operators with
constant coefficients and compactly supported differential operators, so why
did we choose to work with top invariant spaces and arbitrary differential op-
erators? Well, on manifolds we can in general not speak about differential
operators with constant coefficients and if we would define .#* in terms of com-
pactly supported differential operators, the generalized definition would only
coincide with the original one on local spaces. That is, by using compactly
supported differential operators for the characterization, we would have to limit
ourselves to local spaces on (M, E) when considering .% + .#*. Moreover, af-
ter a moment’s thought we realize that on local spaces the characterization in
terms of compactly supported differential operators in fact coincides with the
characterization in terms of arbitrary differential operators, so we really would
not gain anything by restricting to local spaces and using compactly supported
differential operators. @

Of course, we should also generalize the definition of .# % for k € N,
but before we do this we first investigate .#* a bit more. With arguments
that should be familiar by now, we deduce that for every P € Diff(E, E),
P: 9'(M,E) — 2'(M, E) restricts to a continuous linear map from .#* into .#
and that the topology of .#* is the smallest locally convex topology with this
property. Moreover, we have two familiar results:

Lemma 4.3.6. Let .7 be a top invariant semi-functional space on (M, E), k
an element of Noo, 2 a locally convex vector space and T: 2 — F* a linear
map. Then T is continuous if and only if for every P € Diff,(E, E)

PoT: Z —F
1S continuous.

Corollary 4.3.7. Let .Z be a top invariant semi-functional space on (M, E),
k € Noo, Z a locally convex vector space and T: & — 2'(M, E) a linear map.
If for every P € Diff ,(E, E), PoT is a continuous linear map from & into F,
then T is a continuous linear map from 2 into FF.

We certainly do not have the ambition to generalize and discuss every single
result from Section 2.9 here, but the least we can do is show that .Z* is actually
a semi-functional space.

Proposition 4.3.8. Let & be a top invariant semi-functional space on (M, E).
Then for every k € No, F* is a semi-functional space on (M, E). Furthermore,
FhL C gk FO =.F and if F is a functional space on (M, E), then F* is
a functional space on (M, E) as well.

Proof: Let £, ¢’ € Ny with £ < ¢'. Then every differential operator of or-
der at most £ is also a differential operator of order at most ¢, so applying
Corollary 4.3.7 to the inclusion map .Z¢ — 2'(M, F) immediately shows that
F C. .Z% As a consequence, we in particular have that .#*+1 C. .#* and
that 7% C. .70.

Next, let us explain in more detail why the top invariance of % implies
F0 = 7. Because the identity map 1: 2'(M, E) — 2'(M, E) is a differential
operator of order at most 0, we directly get from the characterizing property of
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ZY that 1 restricts to a continuous linear map from .#° into %, hence #° C. Z.
For the converse inclusion, recall that every differential operator P from E to
FE of order at most 0 can be written as a pushforward T, of a vector bundle
homomorphism T': E — E. As a result, the top invariance of .# tells us that
every differential operator P from E to E of order at most 0 restricts to a
continuous linear map from % into .%, hence by applying Corollary 4.3.7 to the
inclusion map .# — 2'(M, E) we obtain that % C. Z°.

Combining .#* C. Y and #° = Z, we get F* C. F C. 2'(M,E).
Moreover, if ¢ € 2(M), then m,, is a differential operator from E to E of order
at most 0, which by the ‘composition property’ of differential operators implies
that P om,, is a differential operator of order at most k for all P € Diff(E, E).
Applying Corollary 4.3.7 to my,: F* — 2'(M, E) then shows that m,, restricts
to a continuous linear map from .Z* into .#*, so we conclude that .Z#* is a
semi-functional space on (M, E).

If % is a functional space on (M, E), then 2(M,E) C. Z#. So for all dif-
ferential operators P € Diffy(E, F), P: 2'(M,E) — 2'(M, E), which a priori
restricts to a continuous linear map from Z(M, E) into (M, E), also restricts
to a continuous linear map from Z(M, E) into .#. Applying Corollary 4.3.7 to
the inclusion map 2(M, E) — 9'(M, E) then shows that 2(M, E) C. .F* and
we conclude that . is a functional space as well. (|

Many of the results from Section 2.9 are still valid in the vector bundle
setting for the more general definition of .#*, but some of the proofs need
significant changes or additional supporting results about differential operators
and we simply cannot discuss everything. To stress that it 4s possible to develop
the theory in the same fashion as in Section 2.9 and to show that looking for
generalizations of proofs might even be enlightening, we present a selection of
three generalized results here.

Proposition 4.3.9. For every k € Ny, the assignment .F — FF* is a functor
from the category of top invariant (semi-)functional spaces on (M, E) to the
category of (semi-)functional spaces on (M, E).

Proof: Suppose that .# and ¢ are top invariant (semi-)functional spaces on
(M,E) such that % C. 4. By the characterizing property of .Z* every
P € Diffx(FE, E) restricts to a continuous linear map from #* into #. If
we combine this with the assumption that % C. ¢, we obtain that every
P € Diff(E, E) restricts to a continuous linear map from .#* into ¢, so we can
apply Corollary 4.3.7 to the inclusion map .#* < 2'(M, E) to get F* C. ¥*.00

Lemma 4.3.10. For every top invariant semi-functional space F on (M, E)
and all k € Ny, we have

(yk)loc = (fg.loc)k-

Proof: Similar to the proof of Lemma 2.9.29, it suffices to prove that for every
P e Diff,(E, E) and ¢ € 2(M)

1. P om,, restricts to a continuous linear map from (Fioc)¥ into F and

2. my, o P restricts to a continuous linear map from (F")10c into Z.
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However, due to the lack of a nice Leibniz rule for differential operators, the
approach that we have used in the proof of Lemma 2.9.29 to show that (the
analogues of) these statements are valid seems useless here. Forced to think
outside the box, one might discover that there is a much easier proof that does
generalize directly. Indeed, take ¢ € P(M) such that ¢ equals 1 on an open
neighborhood of the compact subset supp(p) C M. Then one readily verifies
that
myoPom,=Pom, and mgoPomy=my,oP.

(The first equality is a direct consequence of the fact that P is local. For the
second equality recall that &(M, E) is dense in 2'(M, E) and observe that for
X € &(M,E) and x € supp(p), (P(¥x))(z) = (Px)(z) since ¥y and x coin-
cide on an open neighborhood of z, while for x ¢ supp(p), p(z)(P(¥x))(x) =
0 = o(x)(Px)(x).) Using these equalities, the two statements above follow
straight from the characterizing properties and the ‘multiplication property’ of
the involved semi-functional spaces. (I

Proposition 4.3.11. If % is a top invariant semi-functional space on (M, E),
k€ Ny and 0 < ¢ < k41, then every P € Diffo(E, E) restricts to a continuous
linear map from F* into F+—*.

Proof: On behalf of Corollary 4.3.7, it suffices to prove that @ o P restricts to
a continuous linear map from .Z#* into .# for every Q € Diffy_,(E,E). But
for every Q € Diffy_¢(E,E), Q o P € Diff,(E, E), so this follows from the
characterizing property of .Z*. ([

Now that we have investigated .#* for k € Ny, it is time to give the gener-
alized definition of .# ~*. In the second chapter, we defined .Z ~* as (((F')¥)o)’.
Also in the current context the expression (((F')¥)g)’ makes perfect sense.
However, if % is a normal reflexive top invariant functional space on (M, E),
(((Z")*)o)" is a functional space on (M, (EY)V) rather than on (M, E) (note
that we should check that .# — %’ preserves top invariance, but this is not
difficult). As is already suggested by Lemma 4.2.5, we can resolve this by using
the pushforward

vi: 9" (M,E) — 2'(M,(EY)Y)

of the vector bundle isomorphism v: E — (EV)V.

Definition 4.3.12. Let % be a normal reflexive top invariant functional space
on (M, E) and let k € No,. We define .Z % to be the vector subspace

)~ (F) o))

of 2'(M, E) endowed with the topology that turns v, into a linear topological
isomorphism from .# % onto (((#')*)o)’. @

Because the linear topological isomorphism v, is & (M )-linear and restricts to
a linear topological isomorphism from 2(M, E) into 2(M, (EV)"), we directly
obtain that .# ¥ is functional space on (M, E).

Remark 4.3.13. Of course, this ‘method’ for translating the functional space
(((F")F)o) on (M, (EV)V) into a functional space .# ~* on (M, E) is more widely



124 4. Functional spaces on vector bundles

applicable: the linear topological isomorphism v, in fact gives a one-to-one cor-
respondence between (semi-)functional spaces on (M, E) and (semi-)functional
spaces on (M, (EV)Y) (where it is understood that also the topologies are trans-
lated via vy). %)

After one has learned to ‘look through’ the thick layer of identifications that
is hidden in the definition of .% ~*, it should also be possible to generalize most
of the results about .# ~* that we have seen in the second chapter, but we will
not go into this here.

4.4 Families of functional spaces

Apart from some details that we did not discuss, we have now finished the
generalization of the theory of functional spaces from the Euclidean to the vector
bundle setting. By doing this, we have provided a framework to work with
‘solution spaces’ on vector bundles; for example, we can express the ‘quality’ of
a ‘solution space’ by listing the properties that it has as a functional space, we
can use our ‘toolbox’, which is filled with results concerning functional spaces,
to investigate it and we can ‘improve’ it by applying construction functors.

However, in the introduction of this chapter we have promised to deliver two
frameworks: one to work with ‘solution spaces’ on vector bundles and one to
create them. Before we really start working on the second framework, we discuss
a concept that is in some sense ‘intermediate’, namely the concept of ‘families
of functional spaces’. These ‘families’ of functional spaces are not just arbitrary
indexed collections of similar objects (for which the word ‘family’ is also loosely
used in this text), but collections of really coherent (semi-)functional spaces,
one for each vector bundle over M, with strong ‘family bonds’.

Definition 4.4.1. We define VB(M) to be the category with vector bundles
over M as objects and vector bundle homomorphisms (that are the identity
on M) as arrows. Moreover, we let LCVS be the category with locally convex
vector spaces as objects and continuous linear maps as arrows. @

Definition 4.4.2. A functorial family of (semi-)functional spaces on M is a
functor #y;: VB(M) — LCVS such that:

1. Zn(E) is a (semi-)functional space on (M, E) for every E € VB(M) and

2. forall E, F € VB(M) and every vector bundle homomorphism T': £ — F,
Fu(T) equals the restriction of Ty: 2'(M,E) — 2'(M, F) to Fu(E).©

In other words, a functorial family of (semi-)functional spaces on M is a
family {7, £} pevB(am), with Zy g being a (semi-)functional space on (M, E),
such that for every vector bundle homomorphism 7: E — F between vector
bundles E, F € VB(M), T, restricts to a continuous linear map from Fy p
into Zpr,p. We call such families functorial to emphasize that they have a
rich, formally defined, structure of ‘family bonds’ that can be captured using
the concept of a functor. The concept of functorial families is ‘intermediate’
between the two frameworks, because it is in principle an addition to our formal
theory of functional spaces on vector bundles (i.e., the first framework), but
this addition is strongly motivated by our method for ‘transferring’ functional
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spaces from R™ to vector bundles (i.e., the second framework). Indeed, as we
will soon see, the typical way to get a functorial family of functional spaces, is
by using a sufficiently well-behaved functional space on R™ as a ‘model’.

Remark 4.4.3. Clearly, semi-functional spaces that are part of a functorial fam-
ily are always top invariant and therefore in particular always semi-local. %)

Ezample 4.4.4. Of course, {Z'(M,E)}geve(m) is a functorial family of func-
tional spaces on M. Moreover, given vector bundles £ and F over M and
a vector bundle homomorphism 7: E — F, we have seen that T, restricts
to a continuous linear map from &’ (M, E) into &'(M, F), from &(M, E) into
&(M,F) and from 2(M,E) into (M, F). Hence, also {Z(M, E)}geve(m)
{&(M,E)}gevemy and {&'(M, E)} pevpu) are functorial families of func-
tional spaces on M. @

Ezxample 4.4.5. From now on it is always assumed that the spaces I'*(M, E),
with k € Nand E € VB(M), are endowed with a topology similar to the topol-
ogy of &(M, E). That is, if {(U;, ki, pi) }ier is a cover of M by total trivialization
triples of E — M, then T'*(M, E) is assumed to be endowed with the locally
convex topology that is induced by the seminorms

IE(M,E) = R: ¢ = [[(p) 000 87 ()15

with K € Z.(U;) and 1 < £ < rank(E). Just as for &(M, E), this topology does
not depend on the choice of total trivialization cover and we can give an alter-
native description using a vector bundle metric on £. When endowed with this
topology, I'*(M, E) is a functional space on (M, E) and {I'"*(M, E)} pev(ur) is
a functorial family of functional spaces on M. @

Thanks to the power of category theory, we obtain the following result almost
without effort.

Lemma 4.4.6. Let % be a functorial family of semi-functional spaces on M
and let E and F' be vector bundles over M. Then

F(BE @ F) ~ Zy(E) x Fa(F).

Proof: According to [9, Proposition VIII.2.4], it suffices to prove that the functor
F is additive. That is, we should prove that for any two vector bundles F

and F' over M and any two vector bundle homomorphisms 7': £ — F and
L: F — F, we have

Fu(T +L)=Fu(T)+ Fu(L).

But by definition of a functorial family, % (T4 L) = (T+L)., Fp(T) = T and
Fu (L) = L*, so this simply follows by restricting the identity (T+L). = T+ L.
(see Lemma 3.4.5) from 2'(M, E) to Zn(E). O

4.5 Constructions on families

A question that naturally arises now that we have added functorial families
to our theory, is whether our construction functors, which were initially ‘de-
signed’ to work on ‘single’ functional spaces, respect the ‘family bonds’ of a
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functorial family. To clarify what we mean by this, let K € Z.(M). Then for
any E € VB(M), the assignment # — Fx is a functor from the category of
(semi-)functional spaces on (M, E) to the category of semi-functional spaces on
(M, E). So given a functorial family .%y; of (semi-)functional spaces on M, we
can create a new ‘family’ (%a)k of semi-functional spaces by stipulating that
(Zm)k(E) = (Fu(E))k and we would like to know whether (%) i is in fact
a functorial family. For this, we need to check whether for all £, FF € VB(M)
and every vector bundle homomorphism 7': £ — F', T, restricts to a continuous
linear map from (F(E))k into (Fp(F)) k.

Claim. (Zp)k is indeed a functorial family of semi-functional spaces on M.

Proof: Let E, F € VB(M) and let T: E — F be a vector bundle homomor-
phism. Because .#); is a functorial family, T: 2'(M, E) — 2'(M, F) restricts
to a continuous linear map from %), (E) into .y (F) and because Ty is local
(see Lemma 3.4.3) and (Fy(E))k and (Fp(F))k carry the restricted topol-
ogy, we see that T} also restricts to a continuous linear map from (Fy(F))k
into (yM(F))K O

Let us capture this in a proposition.

Proposition 4.5.1. If %y is a functorial family of semi-functional spaces on
M and K € P.(M), then also

s a functorial family of semi-functional spaces on M.

Of course, we have similar results for other construction functors:

Proposition 4.5.2. If F; is a functorial family of (semi-)functional spaces
on M, then also

(FM)comp: VB(M) — LCVS: E — (Z1(E))comp
is a functorial family of (semi-)functional spaces on M.

Proof: Let E and F be vector bundles over M and let T: F — F be a vec-
tor bundle homomorphism. Thanks to the previous proposition we already
know that T,: (M, E) — 2'(M, F) restricts to a continuous linear map from
(Zm(E))k into (Fp(F))k for each K € (M) and this implies (via Propo-
sition A.3.2 and the fact that (Fu(F))k Cc (Fm(F))comp) that T restricts to
a continuous linear map from (Fn(E))comp 60 (Far(F))comp- O

Proposition 4.5.3. If %) is a functorial family of (semi-)functional spaces
on M, then also

(Zri)oc: VB(M) — LCVS: E — (Zp(E))ioc

is a functorial family of (semi-)functional spaces on M.
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Proof: Let E, F € VB(M) and let T: E — F be a vector bundle homomor-
phism. Because .#) is a functorial family, Ty.: 2'(M, E) — 2'(M, F) restricts
to a continuous linear map from %/ (F) into %3/ (F). On behalf of the gener-
alization of Lemma 2.6.2 to the setting of vector bundles, to prove that T, also
restricts to a continuous linear map from (Z;(E))ioc into (Far(F))ioc, it suf-
fices to prove that m, o T restricts to a continuous linear map from (Z(E))ioc
into Zp(F) for every ¢ € 2(M). So fix ¢ € P(M). By &(M)-linearity of T
(see Lemma 3.4.2), my, o Ty = T, o m, and we know that m,, restricts to a
continuous linear map from (Fas(E))oc into Fp(E) and that T, restricts to
a continuous linear map from %y, (F) into .Zy(F), hence my, o Ty = Ty o my,
indeed restricts to a continuous linear map from (Fps(E))ioc into Fpr(F). O

Proposition 4.5.4. If Zy is a functorial family of (semi-)functional spaces
on M, then also

(F M )semi: VB(M) — LCVS: E — (Fp(E))semi
is a functorial family of (semi-)functional spaces on M.

Proof: The proof is competely analogous to the proof of the previous proposi-
tion. Just use the generalization of Lemma 2.8.3 instead of the generalization
of Lemma 2.6.2. O

Also the construction functor .# +— .Z* interacts nicely with functorial fam-
ilies of (semi-)functional spaces; that is, we have a similar statement as for the
other construction functors. But in the case of . + .Z* there is more: we have
a nice ‘family version’ of Proposition 4.3.11.

Proposition 4.5.5. Let %, be a functorial family of top invariant semi-func-
tional spaces on M, k € No, and 0 < ¢ < k+ 1. Then every P € Diffy(E, F)
restricts to a continuous linear map from (Fu(E))* into (Far(F))*—*.

Proof: On behalf of Corollary 4.3.7, it suffices to prove that @ o P restricts to a
continuous linear map from (Z; (E))* into Z, (F) for every Q € Diff_,(F, F).
So fix Q € Diff,_¢(F, F). Then Qo P € Diff,(E, F') and on the strength of The-

orem B.4.3, we find vector bundle homomorphisms Ty, ..., T,, € Hom(E, F)
and differential operators Py, ..., P, € Diff(E, E) such that
QoP =) (Tj). 0P (4.1)
§=0

Now because of the characterizing property of (Za(E))*, P; restricts to a con-
tinuous linear map from (Zy(E))* into Fy(E) for every 0 < j < m and
because of the functorial family axioms, (Tj). restricts to a continuous linear
map from %y (FE) into Fp(F) for every 0 < j < m. Together with equa-
tion (4.1) these observations imply the desired statement: namely that @ o P
restricts to a continuous linear map from (% (E))* into .Zy (F). O

Corollary 4.5.6. If Z is a functorial family of (semi-)functional spaces on
M and k € Ny, then also

(Fa)k: VB(M) — LCVS: E — (Fy(E))*

is a functorial family of (semi-)functional spaces on M.
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Proof: Let E, F € VB(M) and let T: E — F be a vector bundle homomor-
phism. Then T, € Diffo(F, F), so if we take £ = 0 and P = T, in the previous
proposition, we get that T}, restricts to a continuous linear map from (% (E))*
into (Fa(F))*.

4.6 Creating families: from R" to vector bundles

In this section we finally develop the promised ‘second framework’; i.e., the
method to create functional spaces on vector bundles that ‘look like’ a suffi-
ciently well-behaved functional space .# on R™ which serves as a ‘model’. The
idea is actually quite simple: we cover a vector bundle E — M with ‘patches’
on which the distributional sections of E reduce to tuples of ordinary ‘Euclidean
distributions’, which allows us to decide which distributional sections of E are
locally of ‘type .#’, and the ‘subspace’ of all distributional sections of E that
are locally of ‘type %’ is the proposed functional space on (M, E). The formal
realization of this idea looks as follows:

Definition 4.6.1. Let .# be a local invariant functional space on R*, E a vector
bundle over M of rank r and {(U;, ki, p;) }ier a collection of total trivialization
triples of E — M such that {U,};cs is an open cover of M. Moreover, denote for
i € I the linear topological isomorphism from 2'(U;, Ey,) onto (2'(k:(U;)))*"
that we have described in Remark 3.2.3 by h;. As a set, we define

F(M,E) :={ue P'(M,E) | hi(uly,) € (F(ri(Us)))*" for every i € I},

where % (k;(U;)) is the functional space on ;(U;) C R" as introduced in Sec-
tion 2.7. Clearly, .#(M, E) is a linear subspace of 2/(M, E) and we have an
injective linear map

H: (M, E) = [[(Z(r:(U))": w— {hi(uly,) Yier-
icl

We endow .# (M, E) with the unique topology that turns H into a linear topo-
logical embedding. %)

Remark 4.6.2. The dimension of the manifold M and R" is assumed to be the
same, namely our ‘differently typesetted’ n. %)

It is clear why we need to assume that % is local: the domains of the total
trivialization triples are diffeomorphic to open subsets of R", so we need to be
able to ‘restrict’ % to open subsets of R™ in a consistent fashion and we have
discussed in Section 2.7 that requiring this ‘sheaf like behaviour’ is equivalent
to requiring locality. It is also not very hard to imagine why we need to assume
that .% is invariant. As the word ‘invariant’ already suggests, the invariance of
Z makes sure that:

Claim. The definition of .7 (M, E) is independent of the choice of total trivial-
ization cover.

Proof: Let {(Uj, %;,;)}jes be another total trivialization cover of E — M and
let % (M, E) be the ‘version’ of % (M, E) that we get when we use this ‘alter-

native’ cover. Both .Z (M, E) and .% (M, E) are by definition linear subspaces
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of 2'(M, E) and by symmetry it suffices to prove that .# (M, E) C. .7 (M, E)
to prove that they are equal.

Fixi € I and j € J for a moment and assume that UiﬂUj # (). By combining
the trivializations p; and p;, we obtain a smooth invertible 7 x r matrix 7% on

#i(U; N U;), which is formally defined by

1
T (z)v == (Pz‘ ° (ﬁj|Em1(z)) ) v

Because .7 (r;(U; N U;)) is local (see Lemma 2.7.10) and therefore also semi-
local (see Proposition 2.8.10), acting with 7% on (F (k;(U; N U;)))*" defines
a continuous linear map from (.F(k;(U; N U;)))*" into itself which is in fact
a linear topological isomorphism due to the invertibility of 7%. Furthermore,
because .Z is invariant and #; o s; ! is a diffeomorphism from x;(U; N U;) onto
#;(U; N U;), the pushforward (&; o #; '), is a linear topological isomorphism
from 7 (r;(U; N U;)) onto Z(i;(U; N Uj)) (see Lemma 2.7.12). We denote
the composition of the r'!' ‘power’ of (%; o /@{1)* with T, which is a linear
topological isomorphism from (.Z (k;(U; NU;)))*" onto (F (#;(U; N U;)))*", by
RY. When U; NU; = ), the situation is much simpler: (% (x;(U; NU;)))*" and
(Z(#;(U; N U;)))*" both have just one element and we define R¥ to be the
unique map between those one point spaces.

So what do these linear topological isomorphisms R have to do with proving
that .Z (M, E) C. .7 (M, E)? Well, on behalf of Lemma 2.7.18 and the observa-
tion that U; = Ujes (U; NU;) for every i € I, we see that u — {ul,, ,~g,)}ies
defines a linear topological embedding of .7 (x;(U;)) into [[,c; F (ki (Ui N U;))
for every ¢ € I and as a consequence we get a natural linear topological em-
bedding of [[,c;(F (k:(U;)))*" into [[;c; [1e,(F (5:(Us N U;)))*". Using the
obvious fact that we also have a ‘tilde analogue’ of this embedding, we get a
diagram:

FME) — [ (T U) — Ties Ty (F (U 0 )
[Ticr jes R”i
FME) —— TLes,(FEO)) —— Tlier ey (FE (U0 T))
All arrows in this diagram still make perfect sense if we replace .% by 2’, so
we can pick an u € F (M, E) and check whether ([];c;[1;c; RV o T o Hyu =
(I o H)u. This is indeed the case and after a moment’s thought we realize
that this means that .%#(M,FE) C 7 (M, E) and that ‘walking through’ the
diagram from % (M, E) to % (M, E) coincides with applying the inclusion map.
Because all arrows in the diagram are linear topological isomorphisms or linear

topological embeddings, this implies that the inclusion map is continuous, hence
F(M,E) C. (M, E). O

Remark 4.6.3. 1t is a direct consequence of the previous claim that a distribution
u € 2'(M, E) belongs to .# (M, E) if and only if h(u|,) € (F(k(U)))*" for ev-
ery total trivialization triple (U, , p) of E (where h: 2'(U, Ey) — (2'(k(U)))*"
is the linear topological isomorphism associated to the trivialization triple). @
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Before we check that . (M, E) is a functional space on (M, E), let us verify
that % (M, E) ‘looks as expected’ for two very simple choices of .Z.

Ezample 4.6.4. In the second chapter we have seen that Z := &(R") is a local
invariant functional space on R™ and of course we should have that .# (M, E) as
defined above coincides with & (M, E) as defined in Section 3.1 (this is in partic-
ular desirable because &(R") is often abbreviated as &, so otherwise & (M, E)
would have two different meanings). So why is this the case?

Let {(U;, 4, pi) }icr be a total trivialization cover of E — M. Then

H: F(M,E) — [ [(Z(r:(U)))": w {hiulyy,) bier
i€l
is a linear topological embedding and since

F(ki(Ui)) = (&(R™))(k:(Us)) = & (ki (Us))

for every i € I (see Example 2.7.15) and h; restricts to a linear topological
isomorphism between &(U;, Ey,) and (&(k;(U;)))*", we see that

H: Z(M,E) — [[ €W, Ev,): w {uly, ier
iel
is also a linear topological embedding. Furthermore, using the definition of
F (M, E), we see that a distribution u € 2'(M, E) is an element of .# (M, E)
if and ouly if ul,; € &(Ui, Ey,) for all i € I. But by the generalization of
Example 2.6.7 and Lemma 2.7.18 to the context of vector bundles, & (M, E) has
the very same properties. That is, u — {ul;; }iesr defines a linear topological
embedding of &(M, E) into [[,.; &(Ui, Ey,) and a distribution u € 2'(M, E)
is an element of &(M, E) if and only if ul,, € &(U;, Ey,) for all i € I. Tt now
clearly follows that % (M, E) = &(M, E). @

Ezxample 4.6.5. By arguments that are completely analogous to the arguments
in the previous example, if .# := 2'(R"), we have that % (M, E) as defined
above coincides with 2'(M, E). Just use Example 2.7.16 instead of Exam-
ple 2.7.15 and Example 2.6.5 instead of Example 2.6.7. @

We now easily verify that:
Proposition 4.6.6. .% (M, E) is a functional space on (M, E).

Proof: Let {(U;, ki, p;) }icr be a total trivialization cover of E — M and de-
note for every ¢ € I the linear topological isomorphism from 2'(U;, Ey,) onto
(2'(k:(U;)))*" associated to the total trivialization triple (U;, ki, p;) by hi. The
previous two examples and the definition of # (M, E) together tell us that

H: 2'(M,E) - [[(2'(si(U)))*": w = {hi(uly, ) ier
i€l
is a linear topological embedding which restricts to a linear topological embed-
ding of # (M, E) into [ [, ;(F (x:(U;)))*" and to a linear topological embedding
of &M, E) into [],c;(&(ki(Us)))*". Now, because for every i € I, F(r;(U;))
is a local functional space on U;, we have

[TE )" ce T[(F (ki) S [ [(2' (ma(Ui)) "

i€l el iel
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and a quick mental verification suffices to see that this implies that
9(M,E)C. EM,E) C. F(M,E) C. 9'(M, E).

Next, let ¢ € &(M). We readily verify that H translates multiplication by ¢ on
2'(M, E) into componentwise multiplication by por; ' on [[,c (2 (ki(U;)))*"
(by which we mean that the /*® component of the i*" component gets mul-
tiplied by ¢ o x; ') and combining this with the fact that the . (x;(U;)) are
local and hence semi-local shows that my: 2'(M, E) — 2'(M, E) restricts to a
continuous linear map from % (M, E) into % (M, E). O

So, like we promised, for every sufficiently well-behaved (i.e., local and in-
variant) functional space .# on R"™ and every vector bundle E — M over an
n-dimensional manifold, we have a functional space % (M, E) on (M, E) that
‘looks like’ #. Of course, the phrase ‘looks like %’ should be considered as
very informal and is only meant to give a rough, intuitive impression of what is
going on. If we want to make this description slightly more accurate, we could
say that # (M, E) locally ‘looks like’ .Z or that # (M, F) is ‘modeled after’ .#.

It trivially follows from the definition of .# (M, E) that the procedure that
turns a local invariant functional space on R® into a functional space on (M, E)
can be regarded as a construction functor.

Proposition 4.6.7. For every vector bundle E over an n-dimensional mani-
fold M, the assignment F — F(M,E) is a functor from the category of local
invariant functional spaces on R™ to the category of functional spaces on (M, E).

It should not come as a surprise that for a local invariant functional space #
on R™ and vector bundles F and F over M, the functional spaces .% (M, E) and
F (M, F) are ‘related’. After all, intuitively speaking, .# (M, E) and .Z# (M, F')
are both modeled after .# and are therefore of ‘the same type’.

Proposition 4.6.8. Let .F be a local invariant functional space on R™. The
family {7 (M, E)}pevea) is a functorial family of functional spaces on M.

Proof: Let E and F be vector bundles over M of respectively rank r and
rank s and let T: F — F be a vector bundle homomorphism. Moreover, let
{(Us, ki, pE, pF) }ier be a simultaneous total trivialization cover of E — M and
F — M and let H® and H¥ be the associated linear topological embeddings of
7' (M, E) into [[;c,(2'(ki(U;)))*" and of 2'(M, F) into [],.;(2'(r:(Us)))**.
It is not difficult to see that Ty: 9'(M,E) — 2'(M, F) is translated by H
and HY into multiplication by smooth s x r matrices T% on &;(U;). It is then a
consequence of the fact that H¥ restricts to a linear topological embedding of
F(M,E) into [[;c;(:Z (ki(U;)))*", the fact that H* restricts to a linear topo-
logical embedding of .7 (M, F') into [],c;(#(x:(U;)))*® and the fact that the
spaces Z#(k;(U;)) are semi-local that T restricts to a continuous linear map
from % (M, E) into .# (M, F). O

Remark 4.6.9. In a similar fashion, but with a bit of extra effort to account
for the change of base manifold, one can show that for isomorphic vector bun-
dles E - M and F — N, #(M,E) and % (N, F) are linearly topologically
isomorphic. %)
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Remark 4.6.10. Tt not a coincidence that for a local invariant functional space %
on R", {7 (M, E)} pevp(um) is a functorial family. As proclaimed when we intro-
duced the notion of a functorial family of (semi-)functional spaces, the families
of the form {.# (M, E)} gevp(m) are actually a strong motivation and the key
example for functorial families. However, this does not mean that all functorial
families are of this form. Indeed, {Z(M, E)} gevpm) and {6 (M, E)} gev ()
do not come from a local invariant functional space on R". ©

That we can create functional spaces on vector bundles that are modeled
after local invariant functional spaces on R™ would be of limited value if the
theory ends here. Indeed, the underlying motivation for developing this part
of the theory was to get nice ‘solution spaces’ on vector bundles, so we should
make sure that there exist good ‘preservation results’ for the construction func-
tor & +— F(M,E). After all, if the desirable properties of a local invariant
functional space % on R™ are not inherited by % (M, E), there is no point in
considering .Z (M, E). To begin with, .7# (M, E) is again local.

Proposition 4.6.11. For every local invariant functional space F on R™ and
every vector bundle E over M, # (M, E) is local.

Proof: Let r be the rank of E, let {(U;, k4, p;) }icr be a total trivialization cover
of E — M such that {U;};cs is an open cover of M by precompact subsets
and denote for every ¢ € I the associated linear topological isomorphism from
2'(U;, Ey,) onto (2'(k:(U;)))*" by h;. Fix ¢ € I for a moment. Because U;
is precompact, cl(U;) is compact, so we find an ¢ € Z(M) such that ¢ equals
1 on an open neighborhood of cl(U;). Now, on behalf of the characterizing
property of (F (M, E))ioc, my is a continuous linear map from (F (M, E))ioc
into .# (M, E), while it follows from the definition of .% (M, E) that h; oresys u,
is a continuous linear map from .# (M, E) into (F(k;(U;)))*". As a result,

u = hi( (pu)ly,) = hi(e

is a continuous linear map from (F (M, E))ioc into (F(k;(U;)))*". But this
holds actually for every ¢ € I and it then follows in a totally straightforward
manner from the definition of .% (M, E) that (#(M, E))oec Cc -ZF(M,E). O

U; “|Ul) = hi(u Ui)

The following lemma almost directly leads to the next preservation result.
To keep things readable, we stipulate that in the remainder of this section, unless
explicitly specified otherwise, .# denotes a local invariant functional space on
R™ and F denotes a vector bundle over M of rank r.

Lemma 4.6.12. If K € &.(M) such that K is contained in the domain of a to-
tal trivialization triple (U, k, p) of E — M, (% (M, E))k is linearly topologically
isomorphic to (F (k) "

Proof: For notational convenience, we denote (U, k, p) by (U, ko, po) and we
exploit the assumption that M is second-countable to find a countable collection
{(Ui, ki, pi) }i>1 of total trivialization triples of E — M with the property that
{Up} U{U;}i>1 = {Ui}ien is an open cover of M and U; N K =) for all i > 1
(it is easy to see that such a collection exists). As usual, we denote for every
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i € N the linear topological isomorphism from 2'(U;, Ey,) onto (2'(k:(U;)))*"
associated to the total trivialization triple (U, ki, p;) by h;. Then

H: #(M,E) = [[(Z(r:(U))": w {hi(uly,) bien
ieN

is a linear topological embedding and because (% (M, E))k carries the re-
stricted topology from % (M, E), H restricts to a linear topological embedding
of (#(M,E))k into [[;cn(F (ki(Us)))*". Now note that because U; N K = ()
for all i > 1, only the 0" component of this restriction is nonzero and as a
consequence, u — ho(uly, ) is a linear topological embedding of (J (M, E))
into

(F(ro(Uo))) ™" = (F (s(U)))"

We readily verify that the image of this embedding equals ((F (k(U)))w(x)) "
and combining this with Lemma 2.7.8 shows that

(F (M, E))x ~ (Fe) " O

Theorem 4.6.13. Let P be short for: metrizable, normable, complete, Fréchet,
Banach or Hilbert. Then Z is locally P implies # (M, E) is locally P.

Proof: According to the generalization of Proposition 2.4.2 to the context of
vector bundles, it suffices to show that every z € M admits a compact neigh-
borhood K such that (% (M, E))k is P. So fix x € M. Now let (U, %, p) be a
total trivialization triple of £ — M such that x € U and let K be a compact
neighborhood of = such that K C U. On the strength of the previous lemma,
we then have (F (M, E))x ~ (Z.(k))*" and since .7 is locally P and all prop-
erties that P can resemble are preserved under finite products, we conclude that
(j(M,E))Kﬁ(jN(K))XT is P. ([

The attentive reader might have noticed that we have not said anything
about normality. Since normality is in fact preserved under .# +— Z#(M,E)
and the proof is not difficult, the reason for this is not of mathematical nature,
but a matter of making choices; although we would like to, we cannot discuss
everything and we decided to give priority to a different topic. Nevertheless, for
completeness, we include normality in the following ‘summarizing’ result.

Theorem 4.6.14. Let .% be a local invariant functional space on R™ and let M
be an n-dimensional manifold. Then {.F# (M, E)} gevp(m) 5 a functorial family
of local functional spaces on M and if F is locally Banach, locally Hilbert,
Fréchet or normal, then so is F (M, E) for every E € VB(M).

Remark 4.6.15. Note that for local functional spaces, being locally Fréchet is
equivalent to being Fréchet. %)

Ezample 4.6.16. Since we have seen in the second chapter that &(R"™) is Fréchet
(see Example 2.9.26) and we have seen above that & (M, E) = (&(R"))(M, E),
it is a direct consequence of the previous theorem that & (M, E) is Fréchet. @

Altogether, our framework to ‘create’ functional spaces on vector bundles
from sufficiently well-behaved functional spaces on R" does a pretty good job:
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the construction is functorial, we get functorial families as result and all impor-
tant properties are preserved. But what if we encounter an interesting ‘solution
space’ on R™ that is not ‘sufficiently well-behaved’? For example, the Sobolev
spaces W*P(R™), which are certainly interesting ‘solution spaces’, are in gen-
eral neither local nor invariant. Luckily enough, if a functional space is not
‘sufficiently well-behaved’ (that is, local and invariant), we have an extensive
‘toolbox’, filled with the results from the second chapter, that can be used to in-
vestigate whether we can make such a functional space ‘sufficiently well-behaved’
and at what ‘cost’ (i.e., which properties do not survive this procedure). For
example, since the spaces W*P?(R") are locally invariant (see Example 2.9.38),
the ‘localized’ Sobolev spaces (W"?(R"))jo. are local and invariant (see Propo-
sition 2.6.29) and therefore suitable as a ‘model’. Moreover, our ‘toolbox’ tells
us that the spaces (W*P(R™))jo. are still locally Banach, so if we use the pro-
cedure of this section to create a functorial family of ‘localized Sobolev spaces’
on a compact manifold, the members of this functorial family will be Banach.
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Functional spaces on fiber bundles

In this final chapter, we discuss how we can ‘produce’ functional spaces on fiber
bundles. The big difference between vector bundles and fiber bundles is of course
that on a fiber bundle the linear structure, which we have used extensively in
the second part, is missing. As a consequence, we do not have a vector space
structure on the (compactly supported) smooth sections of a fiber bundle, so
those ‘spaces’ are no longer locally convex vector spaces and we cannot take
duals. Therefore, we should in particular forget everything about distributions
and revert back to spaces of ‘ordinary’ continuous sections. Rather than having
the structure of infinite dimensional vector spaces, these spaces will have the
structure of ‘infinite dimensional manifolds’.

The approach that we follow to produce these infinite dimensional mani-
folds is, although adapted to our setting and generalized a bit, basically the
same approach as can be found in [11]: we start with a sufficiently well-behaved
functorial family of functional spaces on vector bundles over a compact manifold
and extend it to fiber bundles. Of course, there is one particular type of func-
torial family to which we would like to apply this, namely functorial families
that are created from functional spaces on R"™ by the procedure that we have
described in Section 4.6.

Throughout this chapter, M will denote an n-dimensional (second-countable
smooth) manifold and all vector spaces and vector bundles are over R.

5.1 Fréchet manifolds

Baldly stated, like finite dimensional manifolds are topological spaces that are
locally homeomorphic to R", infinite dimensional manifold are topological spaces
that are locally homeomorphic to some infinite dimensional locally convex vector
space. However, to get the theory going we cannot look at spaces ‘modeled’ on
any locally convex vector space, additional properties are needed. In [7] a very
general theory of infinite dimensional manifolds is developed based on so-called
‘convenient’ locally convex vector spaces, but here we stick to the even more
convenient setting of Fréchet manifolds; infinite dimensional manifolds that are
‘modeled’ on Fréchet spaces. In this section we quickly mention a few basic
definitions of this subject. For a more extensive introduction, see [5].

We start with the notion of differentiability for maps between Fréchet spaces.

Definition 5.1.1. Let 2" and % be Fréchet spaces, U an open subset of 2
and P: U — % a continuous map. The derivative of P at the point z € U in
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the direction 2’ € 2 is defined by

If the limit exists, we say that P is differentiable at x in the direction z'. We
say that P is continuously differentiable (often abbreviated as C1), if the limit
existsforallz € U and 2’ € 2 and DP: U x 2 — % is continuous. Moreover,
we define the tangent TP: U x & — % x % of P by

TP(z)xr = (P(x), DP(x)x’). %)

Clearly, the tangent TP of P is defined and continuous if and only if the
derivative DP is defined and continuous.

Definition 5.1.2. Let 2 and % be Fréchet spaces, U an open subset of 2~
and P: U — % a map. For k € N, we say that P is C* if T*P is defined and
continuous (where, of course, TP := P and T""' P := T(T"P) for n € N). We
say that P is C™ or smooth if P is C* for every k € N. @

The following characterization of being continuously differentiable will be
very useful.

Lemma 5.1.3. Let 2" and & be Fréchet spaces, U a convex open subset of 2
and P: U — % a continuous map. Then P is continuously differentiable if and
only if there exists a continuous map L: U x U x & — %, linear in the last
variable, such that for all xg, 1 € U,

P(xz1) — P(x9) = L(xo,x1)(x1 — x0)-
If this is the case, we have for x € U and 2’ € X,
DP(z)x' = L(z,z)2’.
Proof: See [5, Lemma 1.3.3.1]. O

We can now tell what a Fréchet manifold is.

Definition 5.1.4. A Fréchet manifold is a Hausdorff topological space with an
atlas of coordinate charts taking their value in Fréchet spaces, such that the
coordinate transition functions are all smooth maps between Fréchet spaces. @

This definition, which is literally taken from [5], might be a bit blunt, but
the ‘missing’ details are completely analogous to the finite dimensional case.
(So a coordinate chart of a Fréchet manifold .# is a homeomorphism from an
open subset of .Z onto an open subset of a Fréchet space F', we always assume
the atlas to be maximal, etc.)

Remark 5.1.5. We do not require that the charts of a Fréchet manifold .#Z all
take values in the same Fréchet space, so informally speaking .# might be
‘modeled over’ multiple Fréchet spaces. However, if % and ¥ are overlapping
charts domains of .#, the derivative of the coordinate transition function in any
point of its domain is a linear topological isomorphism from the Fréchet space
associated to % onto the Fréchet space associated to ¥". As a consequence, every
connected component of .# is modeled up to isomorphism over a single Fréchet
space (note that .# is locally path-connected, so its connected components must
be path-connected). %)
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In the same style, we define what we mean by a smooth map between Fréchet
manifolds.

Definition 5.1.6. Let .# and .4 be Fréchet manifolds and P: .# — A a
map. We say that P is smooth if we can find charts around any point = in .#
and its image P(z) in .4 such that the local representative of P in these charts
is a smooth map of Fréchet spaces. @

5.2 Simple functorial families

In the previous chapter, we have introduced functorial families of functional
spaces on M. In this chapter, we discuss how such functorial families, which
are a priori defined on the category of vector bundles over M, can be extended
to (the category of) fiber bundles over M if we assume that M is compact.
However, just like a functional space on R™ can only be ‘transferred’ to vector
bundles if it is local and invariant, a functorial family also needs to satisfy some
additional conditions to be ‘extendable’.

Definition 5.2.1. A functorial family F); of (semi-)functional spaces on M is
called simple if:

1. for every vector bundle E over M, %) (FE) is Fréchet and satisfies
FIu(E) C. (M, E)
(where I'°(M, E) carries the topology as discussed in Example 4.4.5) and

2. for all vector bundles £ and F over M and every fiber bundle homomor-
phism f: E — F, f, restricts to a continuous map from %y, (F) into
Fu(F). @

Remark 5.2.2. Of course the word ‘simple’ has already a lot of meanings in
mathematics, but it should not lead to confusions in this context and is actually
quite appropriate; simple functorial families are the ‘simple’ ones, because we
are dealing with ordinary continuous sections rather than with distributions and
with Fréchet spaces instead of more general locally convex spaces. @

Remark 5.2.3. We are mainly interested in functorial families that are created
from a local invariant functional space # on R™ by the procedure that we have
discussed in Section 4.6, so whenever we talk about a functorial family .%,;, one
should keep this ‘key example’ in mind. Note however, that it is certainly not
true that every functorial family of this type is automatically simple: whether
or not this is the case depends on the ‘model’ .%. In Section 5.6 we will say a
bit more about this. %)

Let FVB(M) be the category of vector bundles over M with fiber bundle
homomorphism as arrows and let Frechet’ be the category of Fréchet spaces
with continuous maps as arrows. Then a simple functorial family .%,; of semi-
functional spaces on M is in particular a functor from FVB(M) into Frechet”
that maps an arrow f: E — F to the ‘canonical arrow’ f.. Surprisingly enough,
this canonical arrow f.: Zp(E) — Za(F), which is a priori only assumed to
be continuous, turns out to be automatically smooth.
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Proposition 5.2.4. Let Zy; be a simple functorial family of semi-functional
spaces on M, E and F wvector bundles over M and f: E — F a fiber bundle
homomorphism. Then f.: Fp(E) — Far(F) is smooth.

The rest of this section will be devoted to the proof of this statement. Instead
of directly proving that f, is C*°, we first prove that it is C*.

Remark 5.2.5. If E and F are vector bundles over M and .#); is a simple
functorial family of semi-functional spaces on M, then the linear topological
isomorphism between .7y (E @ F) C T°(M,E @ F) and .Zy(E) x Zy(F) C
I'Y%(M,E) x T%(M, F) from Lemma 4.4.6 just sends a function from M into
E x F to a 2-tuple containing its components. That is, the linear topological
isomorphism is just the identity and we have

Fn(E & F) = Fy(E) x Fu(F). o

Lemma 5.2.6. Let Fr be a simple functorial family of semi-functional spaces
on M, E and F vector bundles over M and f: E — F a fiber bundle homo-
morphism. Then f.: Fn(E) — Fu(F) is CL.

Proof: Let {(U;, k;)}ier be a collection of charts of M such that {U;}ics is an
open cover of M with the property that for every i € I both E and F trivialize
over U; (it is clear that such covers exist). Furthermore, let r denote the rank
of F and let k denote the rank of F. Then for every i € I, the restriction
f: Ey, — Fy, corresponds to a smooth function f;: x(U;) x R — R* (to avoid
cumbersome notation, we will not explicitly use trivialization maps pZ and pI").
For every i € I, we now define /;: k(U;) x R” x R” x R” — R* by

1
P, yo )7 = ( || Dadite 1=+ 1) dt) .

where Dgfi(x,y) is the k x r matrix that is obtained by fixing 2 and then
taking the matrix of partial derivatives of y — f;(x,) and the integration over
the matrix Da f;(x, (1 — t)yo + ty1) is taken componentwise (resulting in a k x r
matrix which acts on z). Then the {; are smooth maps which are, as already
suggested by the notation, linear in their last component and it is routine to
verify that R ~ R
i@, y0,y1) (Y1 — vo) = fi(w,y1) — fi(@, y0)

for all x € k(U;) and yo, y1 € R™. (The idea: define g: [0,1] — R* by g(t) :=
fiw, (1—t)yo+ty1) and compute f;(z,y1)— fi(z,y0) = g(1)—g(0) = [ ¢'(t) dt.)
Bringing the 7; back to the abstract setting gives rise to fiber bundle homomor-
phisms ¢;: Ey, & Ey, ® Ey, — Fy, which are linear in the last component and
satisfy fi(e1) — fi(eo) = £i(eg,e1)(e1 — eg) for all eg, e1 € E, with x € U;. Now
let {n;}iesr be a partition of unity subordinate to {U;};cs. Then

{:EOFEDFE — F: (60,61,62) — Zni(wE(eo))&(eo,el)eg
iel

is a (smooth) fiber bundle homomorphism, linear in the last component, such
that f(e1) — f(eg) = £(eo,e1)(e1 — eg). Combining the properties of ¢ with the
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conditions of a simple functorial family, we finally deduce that ¢, is a continuous
map from Fp(F) X Fp(E) X Fyp(E) = Fy(E @ E @ E) into Fp(F) which
is linear in the last component and satisfies

Fe(p1) = fulpo) = Lo, 01) (01 — ¥0)
for all vo, w1 € Fp(E), which allows us to use Lemma 5.1.3 to conclude that

Although it is nice to know that f.: Zny(E) — Fu(F) is CF, it would be
even nicer to know what its derivative is. To give a nice formal expression of
this derivative, we use (the ‘translation’ of) the vertical differential

Sf:E®@E—>FaF
(see Section B.2 for more information).

Lemma 5.2.7. Let Fu be a simple functorial family of semi-functional spaces
on M, E and F vector bundles over M and f: E — F a fiber bundle homomor-
phism. Consider f. as a map from Fu(E) into Fpr(F). Then Tf, = (5f)s.

Proof: By the previous lemma, f.: Zn(E) — Fu(F) is Ct, so we know that
T f, is defined and continuous and we should prove that T'f, = (5f)* So let
v, v € Zy(E) and © € M. Looking at the relevant definitions, we immediately

see that ‘the first components’ agree and that we should proof that D f.(¢),
which is an element of .Zy;(F) C. (M, F), satisfies

_d
Cdt|,_,
By definition D f.(¢)% is the limit for ¢ — 0 in Fp(F) of

Je(@ + 1)) — fulp)
t

and because Z(F) C. I'%(M, F), we also have that

when t — 0 in I'%(M, F). Due to the topology of I'%(M, F'), we therefore in
particular have pointwise convergence, hence

(Sl + 1)) (x) — (fe(p)) (=)

(Dfs(p)¢)() fle(x) + ().

(D fi(p)¥)(x) = lim

t—0 t
o (ele) + 1) ~ f(p(a)
t—0 t
= 5|1t + o). 0

Proposition 5.2.4 now follows by repeatedly applying the two previous lem-
mas. For example, to prove that f, is C?, we should prove that Tf, is C?,
but Tf, = (6f). by Lemma 5.2.7 and (§f), is C* by Lemma 5.2.6. Clearly,
we can repeat this argument to deduce that f, is C* for every k € N, thus f,
is smooth. Therefore, if Frechet™ denotes the category of Fréchet spaces with
smooth maps as arrows, a simple functorial family .%; is in particular a functor
from FVB(M) into Frechet™.



142 5. Functional spaces on fiber bundles

Ezample 5.2.8. Tt is not difficult to show that {I'*(M, E)}eeve(ar is a simple
functorial family of functional spaces on M for every k € No,. (So in particular
{é()(M, E)}EEVB(M) = {FOO (M, E)}EEVB(M) iS a simple functorial famlly) (%)

5.3 Vector bundle neighborhoods

Given a local invariant functional space .# on R", we basically created a func-
tional space .# (M, E) of distributional sections of a vector bundle F € VB(M)
of ‘type #’ by covering M with ‘patches’ on which ‘being of type .#’ made
sense and then we selected those distributional sections whose restrictions to
these patches were of ‘type .#’. The transition from vector bundles to fiber
bundles is based on a similar principle: we cover a fiber bundle P by patches
that have the structure of a vector bundle and then, given a simple functorial
family of (semi-)functional spaces Fyr, we let %y (P) be the space of those
continuous sections of P that are of ‘type %’ on these patches. The purpose of
this section is to introduce those ‘vector bundle’-type patches and some relevant
results. In what follows, P — M always denotes a fiber bundle over M and we
will often refer to it by just mentioning its total space P.

Definition 5.3.1. Let ¢ € T%(M, P). A wvector bundle neighborhood of ¢ in
P is a vector bundle E over M which is an open subbundle of P and has the
property that im(y) C E. @

Remark 5.5.2. Note that im(p) C E implies that ¢ € (M, E). %)

Although we do not really need it, using the material from Section B.2, we
easily see that vector bundle neighborhoods of continuous sections are essentially
unique.

Lemma 5.3.3. If ¢ € I'°(M, P) and E is a vector bundle neighborhood of ¢
in P, then B ~Tg(P).

Proof: We already know that T;)(E) ~ E and because E is an open subbundle
of P, we clearly have T2 (P) = T} (E). O

Proposition 5.3.4. If ¢ € T%(M, P) and both E and F are a vector bundle
neighborhood of ¢ in P, then E ~ F'.

Proof: Since E N F is an open subset of P that contains im(p), Theorem B.3.1
tells us that there exists an 1 € I'*°(M, P) such that im(y)) C E N F. But then
both E and F' are a vector bundle neighborhood of ¥ in P, so by the previous
lemma

E~TJ(P)~F. O
Far more important is the following existence theorem.

Theorem 5.3.5. Let p € T°(M, P). Given an open neighborhood U of im(yp)
in P, there exists a vector bundle neighborhood E of ¢ in P with E C U.
Moreover, if ¢ € T°°(M, P), we can choose E such that o is the zero section of
E.

Proof: See [11, Theorem 12.10]. O
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Remark 5.3.6. The previous theorem has an interesting consequence for simple
functorial families of (semi-)functional spaces. To explain this, let %3, be such
a simple functorial family of semi-functional spaces on M. Furthermore, let
be a vector bundle over M and ¢ € &(M, E). Because E is in particular a
fiber bundle over M and ¢ is smooth, Theorem 5.3.5 tells us that there exists
a vector bundle neighborhood F of ¢ in F such that ¢ is the zero section of
F. Now we make two observations. First, since .%5/(F') is a linear subspace
of I°(M, F), the zero section, hence ¢, is an element of .Z,;(F). And, second,
because F' is an open subbundle of E, the inclusion map 2: F' — F is a fiber
bundle homomorphism. So, using the conditions of a simple functorial family,
we deduce that o, : [°(M, F) — I'°(M, E), which is just the identity, restricts to
a continuous map from % (F) into .Fp(E). Hence, %y (F) C. Fu(FE) and
v € Zyp(E) (after all, ¢ € Fp(F)). Since E and ¢ were arbitrarily chosen, we
conclude that &(M, E) C Zp(F) for every E € VB(M). @

Example 5.3.7. As a consequence of the previous remark, we see that

{2(M,E)}gevry and {8k (M, E)}pevBm),

with K € &Z.(M), are in general no simple functorial families of semi-functional
spaces. @

The intuitive explanation for the just observed fact that {Z(M, E)} pevp ()
and {6x(M, E)}pevpm) are in general no simple functorial families is the
following: simple functorial families are an intermediate step in removing the
dependence on the linear structure that is present on vector bundles (which is
needed to make the step to fiber bundles) and (M, E) and &x (M, E) really
depend on the linear structure of the vector bundle E because the notion of
support uses this linear structure (it depends on having a canonical zero section).
However, for a neat extension to fiber bundles, we need to assume that M is
compact anyway, so the functorial family {Z(M, E)} gevpa) will coincide with
{&(M, E)} gevp(m) and therefore be a simple functorial family.

From now on, we assume that M is compact.

The following result is really ‘clear from the picture’, but we also give an
indication of a formal argument.

Lemma 5.3.8. Let E be a vector bundle over M, g a (vector bundle) metric
on E, ¢ € T°(M,E) and V an open neighborhood of im(yp) in E. Then there
exists an € > 0 such that for all x € M and e, € E,, |e; — @(2)]? < e implies
e, €V.

Proof: We can cover M by a finite number of compact subsets Ky, ..., K,
such that each of these compact subsets lies in the domain of a special total
trivialization triple (U, &, p) with the property that p: Ey — R*@*<(E) i an
isometry on the fibers (it is well-known that M can be covered by such total
trivialization triples and we can fit small compact discs inside the domains of
these triples and use the compactness of M to get the desired cover). Now for
the existence of an ; > 0, with 0 < ¢ < n, such that for all x € K; and e, € E,,
le — @(x)]? < &; implies e, € V, we may assume that K; lies in an open subset
of R™ and that F is the trivial bundle with the Euclidean metric. In this setting
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it is clear that such an e; indeed exists (this is basically a version of the tube
lemma, but can also be derived directly by covering ¢(K;) with a finite number
of open ‘squares’ and using the equivalence of the Chebyshev and Euclidean
metric) and taking € := ming<;<y &; then finishes the proof. O

We already know that any two vector bundle neighborhoods of a continuous
section ¢ of P — M are isomorphic. However, we do not have any ‘control’
over this vector bundle isomorphism and in general the pushforward of this
isomorphism will not have ¢ as a fixed point; something which will be very
desirable in the next section. Therefore, the next result is a very welcome
addition to our ‘toolbox’.

Lemma 5.3.9. Let ¢ € T°(M,P). If both E and F are a vector bundle
neighborhood of ¢ in P, then there exists an injective fiber bundle homorphism
f+ E — F which equals the identity on an open neighborhood of im(p) in E.

Proof: Choose a (vector bundle) metric g on E. Since E N F' is an open neigh-
borhood of im(¢) in E, the previous lemma gives us an £ > 0 such that for all
x € M and e, € Ey, legz — @(2)]9 < ¢ implies e, € Fy (well, the lemma only
gives e, € ENF C F, but because E and F both are subbundles of P, we must
have e; € F). Moreover, since e — |e — ¢(mg(e))|¢ is a continuous function
on E, U :={e€E||e—p(rg(e)|? < e} is an open neighborhood of im(p)
in E, so according to Theorem B.3.1, we can find an ¢ € I'*°(M, E) such that
l(z) — ()| < te for all z € M. Now let ¢: [0,00) — [0, 2¢) be a smooth
injective map such that ((t) =t for all 0 <t < 3¢ and define f: E — F by

ew=v@l9) o

(note that since ((Je, — 1(x)]9) equals e, — 1(x)]9 if e, ‘comes close’ to ¥(z),
there are no problems with division by zero). Then

[f(ez) = p(@)|? < [f(ex) = (@) + [P(z) — p(2)|°

= C(lew — 9(@)) + (&) — p@)? < e+ ze =,

so f(ez) as defined above indeed belongs to F,, (from the defining expression it
was a priori only clear that f(e;) € E,) and we see that f is a (smooth) fiber
bundle homomorphism. We readily verify that f is injective and it is also easy
to check that f equals the identity on U. Indeed, if e, € U, then

flex) == (x) +

o2 Y@ < lex — 9(@)I° + () — Y(@)I < 3+ 32 = 35

50 ((lexz — ¥(2)|9) = |ex — ¥(x)]9 and hence f(ey) = e,. O

5.4 From vector bundles to fiber bundles

Now everything is in place to discuss the extension of simple functorial families
to fiber bundles. Also in this section, P denotes a fiber bundle over the (com-
pact!) manifold M. Moreover, we introduce the following notation: VSB(P)
denotes the set of all vector bundles over M that are open subbundles of P
(note that because of dimensional reasons, all vector bundles in VSB(P) must
have rank dim(P) — dim(M)).
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Remark 5.4.1. Since every continuous section of an open subbundle of P is
clearly also a continuous section of P, we have for every simple functorial family
Zn of semi-functional spaces on M that Zy(E) C T%(M, E) C T%(M, P) for
every E € VSB(P). %)

Definition 5.4.2. Let .#); be a simple functorial family of semi-functional
spaces on M. As a set, we define

Fu(P):= | Zu(B),
EcVSB(P)

which should be viewed as a union of subsets of I'(M, P), and we endow .#; (P)
with the largest topology such that #y(E) Cc Fa(P) for all E € VSB(P). ©

Remark 5.4.3. The topology on %y (P) is the well-known final topology with
respect to the inclusion maps {Fy(E) — Fn(P)}pevspp). So a subset %
of Zp(P) is open in Fp(P) if and only if % N F#y(FE) is open in Fp(E)
for all E € VSB(P) and a map f from %,(P) into a topological space X is
continuous if and only if f restricts to a continuous map from Z;(E) into X
for every E € VSB(P). @

Note that there is something to check here. If the fiber bundle P is actually
some vector bundle E over M, then we should have that .%;(P) as defined
above coincides with the original Z;(E). It is easy to see that this is indeed
the case: because for every F € VSB(E), the pushforward of the inclusion
map F' — FE (which is a fiber bundle homomorphism) restricts to a continuous
map from Fp(F) into Fp(E), we have that Z#p(F) C. Fu(E) for every
F € VSB(E) and together with the observation that E € VSB(E), this shows
that Upevspp)Zm(F) and Fy(E) are equal as topological spaces when the
first is endowed with the final topology.

It is clear from the definition above that an element € T'°(M, P) belongs to
F i (P) precisely if there exists a vector bundle neighborhood E of ¢ in P such
that ¢ € Fp(F); i.e., if and only if ¢ is of ‘type %’ on a vector bundle patch.
The following result tells us that it does not matter which vector bundle patch
around ¢ we use to determine whether ¢ is of ‘type #’ (which is something
that one expects and desires).

Lemma 5.4.4. Let Fu be a simple functorial family of semi-functional spaces
on M. An element ¢ € T°(M, P) belongs to Za(P) if and only if p € Fu(E)
for all vector bundle neighborhoods E of ¢ in P.

Proof: Suppose that ¢ € Zy(E) for all vector bundle neighborhoods E of ¢ in
P. Because there always exists such a vector bundle neighborhood E of ¢ in P,
we have Z)(E) for some E € VSB(P), hence ¢ € Fp(P).

Next, suppose that ¢ € %y (P). Then there exists a vector bundle neighbor-
hood F of ¢ in P such that ¢ € %) (F). If F is a vector bundle neighborhood
of ¢ in P as well, then Lemma 5.3.9 tells us that there exists a fiber bundle
homomorphism f: F — F which equals the identity on an open neighborhood
of im(y). Clearly, this fiber bundle homomorphism f then satisfies f.(p) = ¢,
while f restricts to a continuous map from %y, (FE) into Fp(F) because F
is a simple functorial family. Hence, the assumption that ¢ € F;(E) implies
¢ = 1.() € Fu(P). O
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Now let k& € N and let T'%,: FVB(M) — Frechet™ denote the simple
functorial family E +— I'*(M, E). Another thing that one expects and desires is
that %, (P) is as a set equal to I'*(M, P), which is indeed the case because a
trivial application of Theorem 5.3.5 shows that

(M, P)= | THWMLE).
E€VSB(P)

So by applying Definition 5.4.2 to I'%,(P) we actually get a topology on I'*(M, P)
and from now on we always assume that I'*(M, P) carries this topology (i.e.,
we stipulate that T'*(M, P) and T, (P) are equal as topological spaces).

Lemma 5.4.5. Let Fur be a simple functorial family of semi-functional spaces
on M. Then
Fi(P) Ce TO(M, P)

and if Fpr is actually a family of functional spaces, then also
(M, P) C. Fp(P).

Proof: This is a direct consequence of the properties of final topologies and the
fact that I'°(M, E) = &(M, E) = (M, E) for every vector bundle E over our
compact manifold M. O

As promised, #)/(P) will be a Fréchet manifold and it is already pretty
obvious what the charts of #);(P) should look like: the charts are just the
Fréchet spaces Zy(E) for E € VSB(P). However, in order to show that these
charts turn the topological space Zys(P) into a Fréchet manifold, we first have
to discuss a pair of results that tells us a bit more about the topology of the
Fréchet spaces .Z;(E). (Be aware of the fact that the compactness of M plays
an important role in the result below.)

Lemma 5.4.6. Let E be a vector bundle over M and let U be an open subset
of E. Then
U = {p eI°(M,E) |im(p) C U}

is an open subset of TO(M, E).

Proof: 1If % is empty there is nothing to prove, so suppose that ¢ € % . Since ¢
is arbitrarily chosen, it suffices to find an open neighborhood ¥ of ¢ in I'Y(M, E)
that is contained in % to prove that % is open. To this end, choose some vector
bundle metric g on E. By construction, U is an open neighborhood of im(y) in
E, so according to Lemma 5.3.8, there exists an € > 0 such that for all x € M
and e, € E,, |e; —@(x)]|? < € implies e, € U. Now, since 1 — sup, ¢, [¢(x)|? is
a seminorm from the inducing collection of seminorms for I'°(M, E) associated
to g (after all, M € Z.(M) because M is compact),

V= {0 € IO B) | sup fi(e) — p(a))* < <)

is an open subset of T'°(M, E) and it is clear that ¢ € ¥ and that ¥ C %. O

Remark 5.4.7. The seminorm ¢ — sup,¢,, |¥(x)]¢ from above is even a norm
and the topology of T'°(M, E) is also induced by this norm on its own. %)
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Corollary 5.4.8. Let F; be some simple functorial family of semi-functional
spaces on M, E a vector bundle over M and U an open subset of E. Then

{¢ € Zu(E) |im(g) C U}.
is an open subset of Fp(E).
Proof: Because #); is a simple functorial family, the inclusion map
12 Fy(E) = TO(M,E)

is continuous and {¢ € Fu(E) | im(p) C U} is the inverse image under ¢ of the
open subset % of T'°(M, E) that we have discussed in the previous lemma. [

Formally speaking, a chart of a Fréchet manifold .# is a triple (%, &, Z)
consisting of an open subset % of .#, a Fréchet space 2~ and a homeomorphism
k between % and an open subset 2°. So when we say that the %/ (F) with
E € VSB(P) will be the charts of %y, (P), we are not completely precise. What
we actually mean is that the triples (Fu(E),idg,, (), #m(E)) will be the
charts of %, (P). That the charts can be of such a simple form is because the
Fu (E) are simultaneously subsets of %/ (P) and Fréchet spaces. However, one
should not be fooled by the apparent simplicitly of the charts: in the first slot of
(Fm(E),idz,, (), Fm(E)), Fu(E) is seen as a subset of F/(P) and therefore
carries the restricted topology from .#j(P), while in the third slot .#(E) is
seen as Fréchet space and therefore carries its own locally convex topology. In
other words, it is not a priori clear why id#,, (&) would be a homeomorphism.
The following result takes care of this and simultaneously shows that % (E)
is an open subset of .Z;(P) (another requirement that needs to be fulfilled).

Proposition 5.4.9. Let F; be a simple functorial family of semi-functional
spaces on M and E € VSB(P). The inclusion map Fp(E) — Fpr(P) is an
embedding onto an open subset of Fp(P).

Proof: Considering the fact that we already know that the inclusion map is
continuous and that it is clearly injective, we readily verify that the statement
of the proposition follows if we can prove that every open subset % of %y (E) is
also open in .Zs(P). So fix an open subset % of Zy(E) and let F' € VSB(P).
To show that % is open in .%;(P) we have to show that % N .%/(F) is open
in #p(F) (see Remark 5.4.3).

First of all, if % N %y (F) is empty there is nothing to prove, so suppose
that ¢ € % N Fp(F) C Fpy(E) N Fpr(F). Then both E and F are a vector
bundle neighborhood of ¢ in P, thus by Lemma 5.3.9 we find an injective fiber
bundle homomorphism f: F' — E such that f equals the identity on an open
neighborhood V of im(y) in F'. Since E and F' are open in P, VN E is an open
subset of both E and F', hence according to Corollary 5.4.8

{¢ € Fu(E) |im(y) CVNE} and {¢ € Fyu(F) [im(yp) CV N E}

are open subsets of respectively Fy(F) and Fp (F). But if ¢ € Fp(E) such
that im(¢)) C VN E C F, then F is a vector bundle neighborhood of ¢ in P
and ¢ € Fp(P), so by Lemma 5.4.4, ¢ € %p(F). Using a similar argument
for 1 € Fp(F) with im(¢) CVNE C E, we deduce that:

{ € Zu(E) |im(y) CVNE}={¢e Fy(F)|im(y) S VNE}
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and we denote this set, which is an open subset of both %y (E) and %y (F),
by ¥'. We claim that % N ¥ is an open neighborhood of ¢ in % (F).
Clearly, ¢ € ¥ and since % is by assumption an open subset of Zy(FE)
that contains ¢, we see that 7 N ¥ is an open neighborhood of ¢ in F)/(E).
Now due to the fact that %), is a simple functorial family, f. restricts to a
continuous map from Fy;(F) into Far(E), so (fo)' (% NY) is an open subset
of Fp(F). Moreover, because f is injective, f, is injective and because f equals
the identity on V', fi equals the identity on ¥". Using these properties of f,,
we obtain that  N¥ = (f.) (% N ¥) and hence that % N ¥ is open in
Fp (F). Thus Z NY is indeed an open neighborhood of ¢ in %y, (F) and since
UNY CUNFpy(F) and ¢ was chosen arbitrarily, this proves that 2 N.% (F)
is open in . (F). O

By using the just obtained information about the topological structure of
Fu (P), we can neatly generalize Corollary 5.4.8 to fiber bundles.

Corollary 5.4.10. Let Fp; be a simple functorial family of semi-functional
spaces on M, P a fiber bundle over M and U an open subset of P. Then

U ={p e Fu(P)|im(p) CU}
is an open subset of Fpr(P).

Proof: 1f 7/ is empty there is nothing to prove, so suppose that ¢ € % and let E
be a vector bundle neighborhood of % in P. Then UNE is an open neighborhood
of im (%) in E, hence

¥V :={pe€ Fy(E)|im(p) CUNE}

is an open neighborhood of ¢ in %, (E) (see Corollary 5.4.8). According to the
previous proposition, ¥ is then also an open neighborhood of ¢ in %, (P) and
clearly ¥ C % (note that ¢ € Fp(F) by definition implies ¢ € Fp(P)). So
we have found an open neighborhood ¥ of ¢ in .%;(P) that is contained in %
and because ¢ € % was chosen arbitrary, this proves that % is open. O

We are now ready to show that %;(P) is a Fréchet manifold. It is under-
stood that when we are talking about charts, %y (E) actually represents the
triple («g]\/[ (E), ldyM(E), yM(E))

Theorem 5.4.11. Let Far be a simple functorial family of semi-functional
spaces over a compact manifold M. Then for every fiber bundle P over M,
Fu(P) is a Fréchet manifold with {Fy(E)} pevsp(p) as atlas.

Proof: Proposition 5.4.9 already shows that the .7/ (E) with E € VSB(P) are
charts for .Z;(P), so there are just two things that remain to be proven: that
the collection {F 1 (E)} pevsp(p) is an atlas and that Fy/(P) is Hausdorff.

By definition {Fa(E)}pevsp(p) is a cover of . (P), thus to prove that
this collection is an atlas, we only have to show that the transition functions are
smooth. Solet E, F' € VSB(P) and assume that % (E)N.Zp (F) is nonempty.
The transition function is just the identity

1 Fu(EYN Iy (F) — Fyu(E) N Fy(F),
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where in the domain %) (E) N Zp(F) is viewed as an open subset of the
Fréchet space %y (E), while in the codomain %y (E) N % (F) is viewed as an
open subset of the Fréchet space #p(F). Let ¢ € Zp(E) N Zu(F). Because
smoothness is a local property, it suffices to find an open neighborhood % of ¢ in
Fm(E)YNZy(F) C Zp(E) such that ¢ is a smooth map from % into Zy(F).
To this end, let f: E — F be a fiber bundle homomorphism such that f equals
the identity on an open neighborhood U of im(y) in E (see Lemma 5.3.9). Then

U = { € Zyr(P) | im(y) CUNF}

is an open neighborhood of ¢ in %;(P) (see the previous corollary) and using
Lemma 5.4.4 we readily check that % is a subset of Z(E) N %y (F) (indeed,
if v € %, then E and F are vector bundle neighborhoods of ¢ in P, hence
e Fy(FE) and ¢ € Fp(F)). Moreover, since Fp(E) C. Fa(P), % is also
open in %y (E). Finally, on behalf of Proposition 5.2.4, f, restricts to a smooth
map from Z;(E) into %y (F) and since f, clearly coincides with « on %, we
conclude that % has the desired properties.

To prove that F;(P) is Hausdorff, take ¢, 1p € Fp(P) such that ¢ # 4.
Thanks to Corollary 5.4.10, it suffices to find open neighborhoods U and V of
im(¢p), respectively im(¢)), in P such that 7p(U N'V) # M. Indeed, if we have
such open neighborhoods, then

U = {o €T%M,P)|im(p) CU} and
V= {¢' e I°(M, P) | im(y') C V}

are disjoint open neighborhoods of ¢, respectively 1, in T'%(M, P). To find such
open neighborhoods, let € M such that ¢(x) # ¢ (z). Since P is Hausdorff,
we find disjoint open neighborhoods U, and V,, of ¢(z), respectively ¢ (), in P.
Now because W := M \ {z} is an open subset of M (after all, M is Hausdorff
and {z} is compact, so {2} is closed), Py = 7p' (W) is an open subset of P
and we claim that U := U, U Py and V := V_, U Py have the desired properties.
First of all, as unions of open sets, U and V are open. Second, we readily verify
that im(p) C U and im(y) C V (if y € M equals z, then o(y) = p(x) € Uy
and Y(y) = Y(z) € V; and if y # x, then y € W and thus ¢(y), ¥(y) € Pw).
Finally, since U, NV, = 0,

ap(UNV)=np(U, NV,)U (U, N Pw)U (VN Py)U (Pw N Py))
= Fp((Um uVvpu Pw) N Pw) - FP(PV[/) =W,

somp(UNV)#M. O

With the realization of .%#;(P) as a Fréchet manifold, we have still not
completely finished our ‘quest’. After all, we promised that we were going to
extend the simple functorial family .%#); from the category of vector bundles
over M to the category FB(M) of fiber bundles over M and so far we have
only discussed the extension of the functor .#ys to the objects of FB(M). So
what about the arrows? Of course, we do not have much of a choice; in view
of consistency with the vector bundle setting, a fiber bundle homomorphism
f: P — Q (that is, an arrow in FB(M)) between fiber bundles P and @ should
be sent to the ‘canonical arrow’ f.. The real question is whether f, can be
viewed as a suitable map between %, (P) and % (Q).
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Proposition 5.4.12. Let %y be a simple functorial family of semi-functional
spaces on M and let P and Q be fiber bundles over M. If f: P — Q is a fiber
bundle homomorphism, then f.: T°(M,P) — T°(M,Q) restricts to a smooth
map from Fp(P) into Fa(Q).

Proof: To prove that f,. restricts to a smooth map from .Z;(P) into .Zp(Q)
it suffices to find for every ¢ € Zp(P) an E € VSB(P) and an F € VSB(Q)
such that ¢ € Zy(E) and f, restricts to a smooth map from %/ (E) into
Fum(F). So fix ¢ € Fp(P). Using Theorem 5.3.5, we find a vector bundle
neighborhood F of f.(p) € T%(M,Q) in Q and a vector bundle neighborhood
E of ¢ in P such that E C f~(F) (note that f~!(F) is an open neighborhood
of im(p) in P). Then E € VSB(P), F' € VSB(Q) and f restricts to a fiber
bundle homomorphism from FE into F'. But then f, restricts to a smooth map
from Zp(F) into Fp(F) (see Proposition 5.2.4) and since by construction
v € Fyu(E), we are done. O

With the previous proposition our quest is really fulfilled: Definition 5.4.2,
Theorem 5.4.11 and Proposition 5.4.12 together show how we can extend a
simple functorial family .%); of semi-functional spaces on M, which is a func-
tor from VB(M) into Frechet’, to a functor from FB(M) into the category
Frechet_, of Fréchet manifolds with smooth maps. Since for every k € N,
{T*(M,E)} BevB(M) is a simple functorial family of functional spaces, we in
particular see that the spaces of k-times continuously differentiable sections of
P have the structure of Fréchet manifolds. If IV is a finite dimensional manifold
and we take P to be the trivial fiber bundle M x N over M, this gives the spaces
€*(M, N) of k-times continuously differentiable functions from M into N the
structure of a Fréchet manifold.

Remark 5.4.13. What we call a Fréchet manifold is really a smooth Fréchet
manifold (after all, we require the transition functions to be smooth). Never-
theless, even the space I'’(M, P) of continuous sections of P has the structure of
a smooth Fréchet manifold, so the differentiable structure of a space of sections
is really something different than the differentiability of the sections! @

Now that we know that I'*°(M, P) and T'°(M, P) are Fréchet manifolds,
Lemma 5.4.5 suddenly seems less satisfactory; we would not only like the inclu-
sion maps to be continuous, we would like them to be smooth.

Proposition 5.4.14. If %y and 9y are simple functorial families of semi-
functional spaces on M and Fuy(E) Cc Ym(E) for every E € VB(M), then for
every P € FB(M), #rn(P) C %y (P) and the inclusion map Fa(P) — Y (P)

18 smooth.

Proof: Tt is immediately clear from the definition of %3;(P) and % (P) as
topological spaces and the properties of their (final) topologies that we have
Fu(P) Ceo %y (P). Denote the inclusion map Fp(P) — 9y (P) by 2. To
prove that 2 is smooth, it suffices to find for every ¢ € Zp(P) a chart of
Fu (P) that contains ¢ and a chart of ¥, (P) that contains 2(¢) such that s is
smooth with respect to these charts. But this is trivial: if ¢ € Zp(P), there
exists an E € VSB(P) such that ¢ € Fy(E) and then Fy(E) is a chart of
F (P) that contains ¢ and 9 (F) is a chart of 9, (P) that contains 1(¢) = ¢
(see Lemma 5.4.4), while ¢ is a continuous linear map with respect to these
charts, hence smooth. (I
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Corollary 5.4.15. Let Zar be a simple functorial family of semi-functional
spaces on M. Then
Fu(P) CT(M, P)

and the inclusion map is smooth. If Fpr is actually a family of functional spaces,
then also
(M, P) € Zu(P)

with a smooth inclusion map.

Proof: This is a direct consequence of the previous proposition and the fact that
I'*(M,E)=&(M,E) = 2(M,E) for every vector bundle E over our compact
manifold M. O

Remark 5.4.16. For convenience, we have chosen to focus purely on functorial
families of Fréchet semi-functional spaces and hence on Fréchet manifolds. How-
ever, because the notion of a smooth map is the same for Fréchet, Banach and
Hilbert spaces, we can use precisely the same arguments to extend ‘simple Ba-
nach’ functorial families and ‘simple Hilbert’ functorial families to fiber bundles
with Banach, respectively, Hilbert manifolds as result. %)

5.5 Noncompact manifolds

One might wonder if it is really necessary to restrict our attention to compact
manifolds for the ‘extension procedure’ for simple functorial families. Our ar-
guments clearly rely on the assumed compactness of the manifold M, but this
in itself is not enough to abandon noncompact manifolds; after all, we might
be able to find alternative proofs or lemmas to deal with the noncompact case.
However, the problem is not just in the supporting lemmas and their proofs, it
is already present in the intuitive idea behind the ‘extension procedure’.

Recall that this intuitive idea can be summarized as follows: the procedure
to extend a simple functorial family .%,; to the category of fiber bundles over
M, is to cover a fiber bundle P with ‘patches’ E that look like vector bundles
and to take Zp(P) to be the collection of those elements of I'Y(M, P) that
are of ‘type %’ on these patches. This is a very natural approach and on the
intuitive level it is very similar to our ‘extension procedure’ from R" to vector
bundles. When it comes to the formal definition one might debate about the
question whether this should be

Fu(P) = {p €T°(M, P) | Ipevspp) ¢ € Fu(E)}
or
Fu(P):={p¢€ FO(Mv P) |Veevspp) im(¢) C E = p € Fy(E)}

(we have chosen the first option), but in view of Theorem 5.3.5 one expects
these to be equivalent. Our current proof of the fact that this is indeed the
case uses the compactness of M via Lemma 5.3.9, but it does not seem to be a
problem to prove this lemma without assuming M to be compact: we first make
a ‘noncompact version’ of Lemma 5.3.8, in which ¢ will be a smoothly varying
positive function e(z) on M instead of a fixed € > 0, and then we simply use a



152 5. Functional spaces on fiber bundles

‘scaling function’ ¢ in the proof of Lemma 5.3.9 that also depends smoothly on
z (so that ¢, ‘rescales’ [0,00) to something inside [0, 22(z))). Moreover, even
without adjusting any of our proofs, we directly see from Theorem 5.3.5 that
when 7y equals I'Y, the two proposed definitions are equivalent, so for I'Y, it

certainly does not matter which of two definitions we choose.

The argumentation above makes it very plausible that the formal definition
of Zy(P) that we have chosen follows unambigously from the intuitive idea that
we use for the extension. Well, the formal definition of .#),(P) as a set that is.
What about the topology? We chose to endow %), (P) with the final topology
with respect to the inclusion maps F#y(E) — F (P) with E € VSB(P). Well,
apart from the fact that this seems to be the most natural topology in the
first place, if we want to have any chance of .#);(P) being a Fréchet manifold
with {#n(F)}pevs(p) as atlas (which is also a central idea in our extension
procedure), we have to choose this final topology. Indeed, if {7 (E)} pevsp(p)
has to be an atlas for %#)(P), we should in particular have that for every
E € VSB(P) the inclusion map Fy(E) — Fy(P) is an embedding onto an
open subset of .#)/(P) (after all, the chart domains should be open and the
identity maps

Fu(P) 2 Fu(E) — Fu(E)

should be homeomorphisms). As a consequence, Z C %y (P) should be open
in ) (P) if and only if for every E € VSB(P), % N.Zy(E) is open in Fp (E),
which is precisely the characterization of the final topology with respect to the
inclusion maps Fy (E) — Fp(P).

So it is quite safe to say that the formal definition of .#j;(P) as a topo-
logical space that we gave in Definition 5.4.2 follows very naturally from our
intuitive extension approach. However, when we want to apply this to non-
compact manifolds, the theory very quickly ends after giving Definition 5.4.2.
Even when %) equals I'Q, it is in general not true that the intersections
Fu(E)NTFy(F), with EF € VSB(P), are open; something which is essential if
we want .77 (P) to be a Fréchet manifold with { % (E)} pevsp(p) as atlas. In-
deed, if ¢ € TO(M, E)NT°(M, F), then T°(M, E) NT°(M, F) open in I°(M, E)
implies that there exist K € Z.(M) and € > 0 such that all ¢ € T°(M, E) with
sup,c i |¥(x)|?9 < e (with g some vector bundle metric on E) have their image
in F, while it is clear that forcing ¢ € T9(M, E) to be ‘close’ to ¢ on a compact
piece of the base manifold is not enough to ensure that ¢ (z) lies in F for all
x € M. For an explicit counterexample, one can just take M =R, P =R x R,
E=Rx(-2,2)and F =R x (—1,1) (where E and F are given the structure of
a vector bundle by using that (—2,2) ~ R and (—1,1) ~ R). Then 0: 2 — (z,0)
is in the intersection I'°(M, E)NT°(M, F'), while for every compact K € Z.(M)
and € > 0 we have continuous sections of E that are e-close to 0 on K, but that
run out of F' when leaving K.

Putting everything together, we see that we should really find a different
approach for extending functorial families to fiber bundles if we want to include
noncompact manifolds or that we should just be satisfied with ordinary topolog-
ical spaces as extended objects instead of fancy infinite dimensional manifolds.
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5.6 From R" to fiber bundles

Although we have formulated the ‘extension procedure’ of Section 5.4 for arbi-
trary simple functorial families, in practice almost all interesting examples are
functorial families that are ‘modeled after’ a local invariant functional space %
on R". In view of the principle of using familiar and well-behaved ‘solution
spaces’ on R™ to obtain nice ‘solution spaces’ in settings that are geometrically
more challenging, it is natural to ask whether we can combine the procedure
discussed in Section 4.6 with the extension procedure of Section 5.4 to bring
suitable solution spaces on R" to the setting of global nonlinear analysis.

Of course, we could just start with a local invariant functional space .# on
R™, turn it into a functorial family .%,; and then check whether %), is simple.
However, this is not very convenient. Instead, we would like to have a condition
that determines directly whether a local invariant functional space .% is suitable
to serve as a model for infinite dimensional ‘solution manifolds’.

Definition 5.6.1. Let .# be a semi-functional space on 2. We say that .7 is
simple if:

1. .7 is Fréchet and .# C. €(Q2) and

2. for every m € N and every smooth function f: K™ — K|

(€)™ = C(Q): (15, 0m) = flP1,-- -, 0m)
restricts to a continuous function from #™ into .%. @

It is not difficult to see that this notion of simplicity is precisely the condi-
tion that we were looking for. Following the same approach as in the proof of
Proposition 4.6.8, we see that if .% is a simple local invariant functional space
on R*, {#(M, E)} gevp(m) is a simple functorial family of functional spaces on
M (recall that the property of being Fréchet is preserved by the construction
functor Z — Z (M, E)). Combining the material of Section 4.6 and Section 5.4
then leads to the following theorem.

Theorem 5.6.2. Let .F be a simple local invariant functional space on R™ and
let M be an n-dimensional compact manifold. For every fiber bundle P over M,
there exists a Fréchet manifold % (M, P) of continuous sections of P of ‘“type
F . Moreover, if Q is also a fiber bundle over M and f: P — @ is a fiber
bundle homomorphism, then f,. restricts to a smooth map from F (M, P) into
F(M,Q).

Remark 5.6.3. Because the construction functor .% +— (M, E) also preserves
being locally Banach and being locally Hilbert, starting with a simple local
invariant functional space % on R"™ that is locally Banach or locally Hilbert,
would result in a family {# (M, P)} perp(ar) of Banach, respectively, Hilbert
manifolds of continuous sections of ‘type .%’. @
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Appendix A

Locally convex vector spaces

In the main text we need quite a few things from the theory of locally convex
vector spaces (a topic in functional analysis) and in this appendix we have col-
lected a significant part of the required material. Nevertheless, it is still assumed
that the reader already has some basic knowledge of functional analysis and lo-
cally convex vector spaces. For example, the two major equivalent definitions
of a locally convex vector space and the concept of a (Cauchy) net are assumed
to be known. Actually, this appendix is above all a weird mixture of very ele-
mentary results that do not appear in the desired form in one of our ‘standard’
references and precise statements of more complicated results together with a
reference for the proof. For a decent introduction to functional analysis and
locally convex vector spaces, we refer to [2] or [13].

A.1 Continuity

As we assume to be known, the topology of a locally convex vector space 2
is induced by a collection of seminorms on 2°. Usually there are many differ-
ent collections of seminorms that induce the same topology and a collection of
seminorms on 2 that induces its topology will simply be called an inducing
collection of seminorms for Z .

Lemma A.1.1. Let Z be a locally convex vector space and let & be an induc-
ing collection of seminorms for Z . A seminorm p: & — R is continuous if
and only if there exist C > 0 and pg, ..., pn € & such that

for every x € .

Proof: Suppose that p is continuous. Then p~!((—1,1)) is an open neighbor-
hood of 0 in 2", so there are pg, ..., pr, € & and ¢, ..., &, > 0 such that
NIy BLI(0) € p~*((—1,1)), where B2 (0) :={z € 2 | pi(z) <é&;}. Fixz € 2.
Clearly, for every 6 > 0
L (minogign ai):c

L @
satisfies p;(y) < &; for every 0 < i < n, hence y € N, B?(0) C p~*((—1,1)).
Using this, we find that for every § > 0

p(x) < 6+Z?:Opi(x)

minogign Ei
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and taking the limit § — 0 then shows

1
r) < —mM— ().
Ple) < S ;pz( )
Since = was chosen arbitrarily, this proves that we have the desired estimate.
Next, suppose that there exist C > 0 and py, ..., p, € & such that

pla) < CY pia)
1=0

for every x € 2. To prove that p is continuous, let {z;};cs be a net in £ and
x € X such that ; — = in 2. Then p;(z —z;) — 0 (if j — o0) for every
0 <4 < n and using the above estimate, this implies that p(x —x;) — 0. Hence,
by the reverse triangle inequality, |p(z) — p(x;)] — 0, which precisely means
that p(xz;) — p(z) in R. O

One of the key features of locally convex vector spaces is that the continuity
of linear maps can be expressed in terms of seminorms.

Lemma A.1.2. Let 2 and % be locally convex vector spaces, let 2 and 2 be
inducing collections of seminorms for &, respectively %, and let T: X~ — ¥
be a linear map. Then T is continuous if and only if for every q € 2 there exist
C>0andpg, ..., pn € such that

for every x € Z.

Proof: The direct implication is a straight consequence of the previous lemma
and the observation that if T is continuous, ¢ o T is a continuous seminorm
on % for every ¢ € 2 (note that seminorms from an inducing collection are
always continuous). For the converse implication, let {z;};cs be a net in &
and z € X such that ; — z in . To prove that T is continuous, we
should prove that T'(x;) — T(z) in ¢, which is equivalent to the statement
that ¢(T(z) — T(z;)) = q(T(x — z;)) — 0 in R for every ¢ € 2, which in
turn trivially follows from the assumed existence of estimates and the fact that
p(x — ;) — 0 in R for every p € 2. O

Corollary A.1.3. Let Z and % be locally convexr vector spaces, let 2 be an
inducing collection of seminorms for % and let T: 2 — % be a linear map.
Then T is continuous if and only if for every q € 2 there exists a continuous
seminorm p on Z such that

q(T(x)) < p(z)
for every x € 2.

Proof: The direct implication follows from the previous lemma and the fact that
for every C > 0 and po, ..., pp € &, p:=C> " p; is a continuous seminorm
on 2. The converse implication is a simple combination of the previous two
lemmas: first use Lemma A.1.1 to get an estimate for p, then combine this
estimate with g o T < p and apply Lemma A.1.2. O
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Using the characterization of continuity given in Lemma A.1.2, we can give a
useful criterion to determine whether or not two collections of seminorms induce
the same topology.

Corollary A.1.4. Let 2 be a vector space and let &2 and &' be collections of
seminorms on Z . Then & and &' induce the same locally convez topology on

Z if and only if

1. for every p’ € &' there exist seminorms po, ..., pn € & and a constant
C >0 such that p’ < C Y. ,p; and

2. for every p € & there exist seminorms pj, ..., pn, € P and a constant
C' >0 such that p < C" 3" ph.

Proof: Let 9% be the topology induced by & and let %/ be the topology in-
duced by &’. Then Ip = T if and only if both idg : (27, 9p) — (2, To')
and idg : (27, Ip) — (27, T%) are continuous, which translates into the de-
sired result via Lemma A.1.2. O

Remark A.1.5. With a locally convez topology on a vector space 2, we always
mean a topology on 2 that turns 2 into a locally convex vector space. So,
despite of the fact that the term ‘locally convex topology’ is not explicit about
this, it is always assumed that addition and scalar multiplication are turned
into continuous maps by locally convex topologies. %)

Corollary A.1.6. Let 2" be a locally convex vector space and let P’ be an
inducing collection of seminorms for . If & C P’ such that for every p’ € &P’
there exists an p € & with p' < p, then & also induces the topology of Z .

Proof: & and &’ trivially satisfy the criterion given by the previous result. [

Another useful consequence of Lemma A.1.2 is the following:

Lemma A.1.7. A continuous linear map between locally convex vector spaces
sends Cauchy nets to Cauchy nets.

Proof: Let & and % be locally convex vector spaces, let & and 2 be inducing
collections of seminorms for &2, respectively %, let T: 2~ — % be a linear map
and let {z;};cs be a Cauchy net in Z". We need to prove that {T'z;};cs is a
Cauchy net in %, hence that for every ¢ € £ and £ > 0 there exists an jo, € J
such that ¢(T(z;) — T(z;)) < e for all j, j' > jeo.

Fix ¢ € 2 and ¢ > 0. By Lemma A.1.2, we find C > 0 and pg, ..., p, € &
such that g o T < C Y7, p; and because {xz;}jcs is a Cauchy net in 27, we
find for every 0 < i < n an j; € J such that p;(z;; — z;) < m for all
4, 3" > ji. Now let jo be any element of J such that j; < jo, forall 0 <i<n
(such elements exist because J is a directed set). Then for all j, j' > joo

n

o(T(xy) = T(x;)) = q(T(xj — ;) < C Y pilxy — ;)
=0
" g
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The next result is in fact true for arbitrary topological vector spaces, but
since we want to emphasize that we only work with locally convex ones, we
formulate it in terms of locally convex vector spaces anyway.

Lemma A.1.8. If 2" and & are locally convex vector spaces and I: X — ¥
and P: % — Z are continuous linear maps such that Po I =id g, then I is a
linear topological embedding with closed image.

Proof: Tt is clear from P o I = idg that I is injective and by assumption [
is continuous and linear, thus in order to prove that [ is a linear topological
embedding it only remains to be shown that I is an open map from 2  onto
I(Z). So let U be an open subset of 2. Then, due to the continuity of
P, P71(U) is an open subset of # and consequently I(2°) N P~1(U) is an
open subset of I(27). Since we readily check that I(U) = I(2") N P~Y(U),
this implies that I is indeed an open map from 2~ onto I(%Z"), hence a linear
topological embedding. To see that I(%2) is closed in %, we simply observe
that I(2") = ker(idgy — I o P). O

A.2 Density of subspaces

Lemma A.2.1. A subspace A of a locally convex vector space Z is dense in
Z if and only if every continuous linear functional T: 2~ — K that vanishes
on A is identically zero.

Proof: See [2, Corollary IV.3.14]. O

Just to be clear: the remaining results of this section are all valid for arbitrary
topological vector spaces.

Lemma A.2.2. Let % be a locally convex vector space, let Z~ be a linear sub-
space of ¥ endowed with a locally convex topology such that £ C. % and let
A be a subset of . If A is dense in 2 and X is dense in &, then A is also

dense in % .

Proof: Let U be a nonempty open subset of . By the continuity of the inclusion
X C, ZNU is open in &£ and since Z is dense in %, 2" NU is in fact a
nonempty open subset of 2. So, due to the fact that A is dense in 27, there
must be some a € A such that « € & NU C U and we conclude that every
nonempty open subset of # has a nonempty intersection with A. O

Lemma A.2.3. Let 2" be a locally convex vector space and let U be an open
neighborhood of the origin in Z . Then there exists for everyx € ', anm € N
such that © € mU.

Proof: Fix x € 2. As a consequence of the fact that scalar multiplication is
a continuous map from K x 2 into £, the sequence {%x}neN converges to 0
in 2. Hence, we find an m € N such that %x € U for every n > m, which in
particular implies that z € mU. O

Proposition A.2.4. A proper subspace of a locally convex vector space has
empty interior.
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Proof: Let 2 be a locally convex vector space and let A be a subspace of 2 .
Suppose that A has nonempty interior. Then we find an ¢ € A and an open
subset U of 2 such that U C A and a € U. By the continuity of subtraction and
the fact that A is a subspace, we see that V := U —{a} is an open neighborhood
of the origin in 2 that is entirely contained in A. By the previous lemma,
Unen nV must then be equal to 2" and since U,eny nV must also be contained
in A, we conclude that A = 2 (i.e., A is not a proper subspace). O

Corollary A.2.5. A subspace A of a locally convex vector space X is either
dense or nowhere dense (where the latter means that the closure of A has empty
interior).

Proof: The closure cl(A) of A is again a subspace of 2" and if A is not dense,
cl(A) is a proper subspace of 2" and therefore has empty interior. O

A.3 Inductive limits

Definition A.3.1. Let 2" be a vector space and let {Z;}icr be a family of
vector subspaces of Z2°. Suppose furthermore that each Z; is equipped with
some locally convex topology and that 2~ = U;c;Z;. Then we define the
inductive limit topology on 2" (relative to the family {Z;}ier) to be the largest
locally convex topology such that 2; C. %2 for every i € I. When % is
equipped with this topology, we say that 2" is the inductive limit of {%Z;}icr
and we sometimes write 2" = lim; Z;. %)

Of course, we should explain why such a topology always exists, but this
is quite easy. First of all, there always exists a locally convex topology on 2
such that 2; C. 2 for every i € I (for example, the trivial topology). Now
let {.7;}jes be the collection of all locally convex topologies on 2  with this
property and let .7 be the topology on £  generated by Ujes ;. Then every
element of .7 is a union of finite intersections of elements of U;c;.7;. Because
taking inverse images ‘commutes’ with unions and intersections, we directly
see that 2" equipped with .7 is a topological vector space that still satisfies
i Co X for every i € I. Moreover, because an intersection of convex sets is
again convex, we see that .7 is in fact a locally convex topology on 2Z°. That
T is the largest locally convex topology on 2 with the desired property is an
obvious consequence of its definition.

Proposition A.3.2. Let 2" be a vector space and let {Z;}icr be a family of
vector subspaces of Z°, each equipped with some locally convex topology, such
that £ = Uijer Zi. Furthermore, let & be a locally convex vector space and
let T: Z — % be a linear map. If X is equipped with the inductive limit
topology (relative to the family {Z;}ier), then T is continuous if and only if
T|y : i — ¥ is continuous for every i € I.

Proof: Since Z; C. Z for every i € I, the direct implication is clear. For
the converse implication it suffices to show that 7' is continuous at zero, which
means that it suffices to show that for every neighborhood V' of the origin in %/,
T—1(V) is a neighborhood of the origin in 2~ and because % is locally convex
we may even assume that V is convex. But if V' is convex, also T~1(V) is convex
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and it is an easy consequence of the definition of the inductive limit topology
that a convex subset W of 2 is a neighborhood of the origin in 2" if and only
if for every i € I, Z; N W is a neighborhood of the origin in .Z;. Therefore, the

observation that for every i € I, 2; NT~1(V) = (T|‘%)71 (V), does the job.OI
Definition A.3.3. Let 2 be a vector space and let {2}, }nen be a chain
%—ng%-lgg%ngf%nﬁ-lg

of vector subspaces of 2  that carry some locally convex topology such that
2 = UpenZyn and such that for every n € N, the inclusion map 2, — Zn+1
is a linear topological embedding with closed image. Then the inductive limit
topology on 2" relative to the family {27, }nen is called a strict inductive limit
topology and when 2 is equipped with this topology, we say that 2 is the
strict inductive limit of {25 }nen. %)

Proposition A.3.4. Let £ and { Zy}nen be as in the definition above. If 2
carries the strict inductive limit topology, a subset B of X is bounded if and
only if there exists an n € N such that B is a bounded subset of Z,,.

Proof: See [2, Proposition IV.5.16]. O

A.4 Duality

Definition A.4.1. Let 2 be a locally convex vector space. The continuous
dual Z* of 2 is by definition the set of all continuous linear maps from 2
into K. ©

There are multiple ways to topologize Z™*, but in this text Z™* will always
carry the so-called strong topology, which we will now introduce. To this end,
let & be an inducing collection of seminorms for 2~ and let B be a bounded
subset of 2. Then there exists for every p € & an r > 0 such that B C BP(0).
Hence, on behalf of Lemma A.1.2, {|u(z)| | € B} is a bounded subset of R for
every u € Z* and thus

gp: X — R: uw— sup |u(z)]
r€B

is a well-defined map. We easily check that ¢ is in fact a seminorm on 2*
and the strong topology on 2™ * is by definition the topology induced by the
collection of seminorms {gp | B a bounded subset of Z"}. When 2™* carries

this topology, it is called the strong dual of 2 and, as said before, in this text
Z* will actually always denote the strong dual of 2 .

Lemma A.4.2. The strong dual of a locally convex vector space is Hausdorff.

Proof: 1t is a trivial exercise to check that a locally convex vector space 2 with
an inducing collection of seminorms & is Hausdorff if and only if

M {z e 2 | p(x) =0} = {0}.

pEP
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So in order to check that the strong dual 2™ of a locally convex vector space
Z is Hausdorff, we should check that for u € 2, gg(u) = 0 for every bounded
subset B of 2" implies u = 0. For this, just note that for every x € 2, {z} is
a bounded subset of 2 . O

Definition A.4.3. Let 27, ¢ be locally convex vector spaces and T: 2" — &
a continuous linear map. Then

T % - X" v—voT
is a well-defined linear map and we call T* the adjoint of T'. @

It follows in fact automatically that the adjoint T is continuous: first ob-
serve that if B is a bounded subset of 2", T'(B) is a bounded subset of % (this is
a direct consequence of Lemma A.1.2, but is also very easily proven in the more
general context of topological vector spaces) and then combine Lemma A.1.2
with the observation that

q(T*v) = sup |(T"v)(x)| = sup [v(Tz)| = sup [v(y)| = qr(B)(v).
zeB zeB yeT (B)

Lemma A.4.4. Let ', % be locally convexr vector spaces and T: X — % a
continuous linear map with dense image. Then the adjoint T*: &* — Z™* of T
s injective.

Proof: Let v e &*. If T*v = voT is identically zero on 2, then v vanishes on
the dense subspace T'(%Z") of # and since v is continuous, this implies that v is
identically zero on %'. In other words, T*v = 0 implies v = 0 and because T™*
is linear, this proves that T* is injective. ([

Definition A.4.5. Let 2 be a locally convex vector space. For every x € 2,
ip: 7 > Kiur— u(x)

is a continuous linear map (use that {z} is a bounded subset of Z"), which is
usually called ‘evaluation in z’, and as a consequence

TR AR A R

is a well-defined linear map. We say that 2~ is semi-reflezive if 7 is bijective
and we say that 2 is reflexive if 7 is a linear topological isomorphism. )

Lemma A.4.6. Let 2, % be locally convex vector spaces and T: X — % an
injective continuous linear map. If Z is semi-reflexive and % is Hausdorff, the
adjoint T*: &* — Z* of T has dense image.

Proof: We use Lemma A.2.1. So we suppose that w: Z™* — K is a continuous
linear map that vanishes on T*(#*) and we want to prove that w is identically
zero. First, observe that w € (27*)*. Because 2 is semi-reflexive, this implies
that we find an x € 2" such that w = i,. Next, observe that for every v € #*

v(Tx) = (T*)(z) = 1, (T*v) = w(T*v) = 0.

Since the dual of a Hausdorff locally convex vector space seperates points (see
[1, Corollary 5.82]), this implies that Tx = 0 and because T is injective, we
obtain x = 0. Finally, x = 0 clearly implies w = 2,, = 0, so we are done. O
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A.5 Products

If 2" and & are locally convex vector spaces, then also the Cartesian product
2 x % is a locally convex vector space when equipped with the usual product
topology (i.e., the smallest topology such that the projections g : 2" X% — 2
and g : X X ¥ — % are continuous). In fact, one easily checks that if P4
and Py are inducing collections of seminorms for respectively 2" and %/, then
{pooma +pwonw | px € Po and py € Pg} is an inducing collection of
seminorms for & x ¥
The interaction between products and duals turns out to be very elegant.

Lemma A.5.1. Let & and & be locally convex vector spaces. Then
T: 2" XY - (X xY): (u,v) »uomgy +vomy
is a linear topological isomorphism.

Proof: Forallu € Z* andv € #*, uomg +vomgy is indeed a continuous linear
map from 2" x % into K, so T is well-defined. Furthermore, it is clear that T is
linear. To prove that 7' is continuous, we use Lemma A.1.2. Let B be a bounded
subset of 2" x ¢ and let ¢p be the associated seminorm of (2" x #)* from the
standard inducing collection of seminorms. Because continuous functions send
bounded sets to bounded sets, then also By := g (B) and By := wa (B) are
bounded. Let ¢p, and gp, be the associated seminorms from the standard
inducing collections for Z™* respectively #*. Then (u,v) — qp, (u) + ¢, (V)
is a seminorm from the standard inducing collection of seminorms for 2™ x #*,
so on behalf of Lemma A.1.2 the following estimate proves that T is continuous:

q(T(u,v)) =qp(uomg +vormy) < gpluomay )+ gp(vomy)
= sup [(womy)(z,y)l+ sup |[(vomy)(x,y)|

(z,y)€B (z,y)€B
= sup fu(@)|+ sup |v(y)| = gB, (u) +gB, (V).
zEmg (B) yEny (B)

Nowlet 1g: 7 = X x ¥z (,0)and 1w : ¥ — X x % :y— (0,y) be

the continuous linear injections and consider
L:(Zx¥) > 2" X" :wr— (worg,woiy).

Clearly, L is well-defined and linear and we readily check that 7" and L are inverse
to each other. Hence, to prove that 7' is a linear topological isomorphism, it only
remains to be shown that L is continuous. For this, we again use Lemma A.1.2.
So let (u,v) — qB, (u) + gB, (v), with Bg a bounded subset of 2" and By
a bounded subset of %', be an element of the standard inducing collection of
seminorms for Z7*x%™*. Then B := (Bg U{0})x (BaU{0}) is a bounded subset
of &' x % . Indeed, if a seminorm pg on 2" is bounded on By by r9 € R and
a seminorm pg on % is bounded on By by rg € R, then pg o 19 + poy o ey
is bounded on (Bg U{0}) x (Ba U{0}) by ra- + ra. Let gp be the associated
seminorm of (2" x #)*. Then the estimate

qBy (Wory) +qBy (Wory) = sup |w(z,0)] + sup [w(0,y)]
TEBg yEBay

<2 sup |w(z,y)| =2gp(w)
(z,y)eB
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shows that L is continuous. O

Using a similar argument (or induction), we obtain the following;:

Lemma A.5.2. If Z is a locally convex vector space and n € N, then
(Z) = (Z™)": (U1, up) — Zul o m;,
i=1

where m; denotes the projection from Z™ onto the it" component, is a linear
topological isomorphism.

Also the interaction between products and inductive limits is perfect.

Lemma A.5.3. Let 2" be a vector space and let {Z;}icr be a family of vector
subspaces of X, each equipped with some locally convex topology, such that
{Z; | i €I} is a directed set under inclusion of sets and Z = U Z;. Then
for every n € N,

Proof: Thanks to the assumption that {Z; | ¢ € I} is a directed set under in-
clusion, (Uier Zi)" = & = Uier Z;", so both (lim; Z;)" and lim; Z;" are
equal to 2™ as vector space. To establish the continuity of the inclusion
lim; 2;" C (lim; 2;)™ it suffices, on behalf of Proposition A.3.2, to prove that
2 Ce (lim; 25)" for every ¢ € I. So fix i € I. Because a map into the
product (lim; 23)™ is continuous if and only if its component maps are contin-
uous, we take 1 < m < n and look at the mth component of the inclusion map
2" — (lim; Z;)™. Since this component is nothing more than the composition
of the projection 7, from 2" onto the m*® component (which is continuous by
definition) with the inclusion Z; < lim; 2; (which is also continuous by defi-
nition), this component map is continuous and we conclude that the inclusion
map Z;" — (lim; Z;)" is continuous.

To prove that also the inclusion (lim; 27)" C lim; 2™ is continuous, we
consider the continuous linear injections

) ——
v, i — " x—(0,...,0,2,0,...,0

fori € I and 1 < m < n. We first want to show that the injections

. . —— ——
Ut lim; 27 — lim; 27 2 — (0,...,0,2,0,...,0),

for 1 < m < n, are continuous as well (note that we already know that lim; 2"
and (lim; 2;)™ are equal as sets, so we indeed have such injections). Accord-
ing to Proposition A.3.2, for this it suffices to show that for every i € I,
i PR Z; — lim; Z;™ is continuous, which is the case because | Z, is simply
the composition of 2/, with the continuous inclusion 2;" C. lim; 2;". Thus,
i, 1s indeed continuous for every 1 < m < n. Now, since the inclusion map
(lim; Z;)"™ < lim; 2" evidently equals

n

E Um © Tm

m=1
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and 7, : (lim; Z;)" — lim; & is by definition continuous for every 1 < m < n,
we deduce that (lim; 27)" C. lim; 2. O

As we have already mentioned, one of the key features of locally convex
vector spaces is that the continuity of linear maps can be expressed in terms of
seminorms. The following result shows that the same is true for bilinear maps.

Lemma A.5.4. Let 2, % and Z be locally convex vector spaces, let &2, 2
and Z be inducing collections of seminorms for respectively &, % and Z and
let T: Z X% — Z be a bilinear map. Then T is continuous if and only if for
every r € Z there exist C >0, po, ..., pn € & and qo, ..., qm € 2 such that

m

r(T(z,y) <CY > pilx)q;(y)
i=0 j

-0
for all (z,y) € ' x ¥ .

Proof: We first prove the direct implication. So suppose that T is continuous
and let r € #Z. Then T—(B7(0)) is an open neighborhood of 0 in 2™ x %, so
there are pg, ..., pn € &, qo ---,qm € 2, €0, ..., €n > 0and &g, ..., 6y >0
such that

M1 B (0) x (o BE (0) € T (B} (0)).

Fix (z,y) € Z x & . Clearly, for every v > 0

/. (minogign Ei)x

vt Y pile)

satisfies p;(2') < &; for every 0 < < n, hence 2’ € N{_B2:(0). Similarly

= minoss<m %)y
Y+ 204 (W)

satisfies ¢’ € ﬁ;ﬁ:Ong (0), hence
(',y") € NiLoBLI(0) x NJLy By (0) € T7(B](0)).

As a consequence, 7(T'(z',y")) < 1 and using the bilinearity of T', we find that
for every v > 0

(v 4+ 2imo pi(@) (v + 22720 45(y))
(ming<i<p €i)(Ming<j<m om)

r(T(z,y)) <

Taking the limit v — 0 then shows
1 n m

(minogign Ei)(minogjgm 5]) Z sz ((E)q] (y)

i=0 j=0

r(T(z,y)) <

and since (x,y) was chosen arbitrarily, this proves that we have the desired
estimate.

For the converse implication, let {(z¢, y¢) }eer be a converging net in 2" x &
and (x,y) € 2 x % such that (re,y/) — (x,y) in 2" x #. To prove that
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T is continuous, we should prove that T(zs,y¢) — T(x,y) in Z, hence that
r(T(z,y) — T(xe,y¢)) — 0 in R for every r € #. Fix r € #. By assumption
there exist C' >0, po, ..., pn € & and qo, ..., qm € £ such that
n m
rTEy) <03 > mil
i=0 j=0
for all (z/,y') € & x & . Moreover, (z¢,ye) — (z,y) in & x # implies z; — x
in Z and yp — yin ¥, so p;(x — x¢) — 0 for every 0 < i <n, ¢j(y —ye) — 0
for every 0 < j < m and ¢;(y¢) is bounded by some constant D; > 0 for every

0 < j < 'm. Using the triangle inequality for r and the bilinearity of 7', we now
deduce

T(T(‘Tv y) - T(va yf)) = T(T(LL', y) - T(‘Tv yé) + T(JJ, yf) - T(,Tg, y@))
r(T(z,y —ye) + T(x — 0, Y0))
<r(T(z,y —ye) + (T (x — 2¢,y0))

n

<CY D pil@)gily —ve) +CZZDJP1$_$E

=0 j=0 =0 j=0
and since clearly
CY Y mi@ag(y—y) +CY Y Dypilw —ae) =0,
i=0 j=0 i=0 j=0

we conclude that (T (x,y) — T (z¢,ye)) — 0. O






Appendix B

Differential geometry

In this appendix, we treat some concepts and results from differential geom-
etry that are a bit more advanced and therefore might not be known by all
readers. As mentioned in ‘Notation and conventions’, we are always working in
the smooth setting. That is, manifolds, vector bundles, fiber bundles and maps
between them are assumed to be smooth unless explicitly indicated otherwise.
Moreover, manifolds are always assumed to be second-countable, vector bun-
dles are K-vector bundles of constant rank and fiber bundle homomorphisms
between fiber bundles over the same manifold are assumed to be the identity on
the base manifold (i.e., a fiber bundle homomorphism f: P — @ between fiber
bundles P and @ over the same base manifold sends P, into @, for all points x
of the base manifold).

B.1 The density bundle

Definition B.1.1. Let V' be an n-dimensional real vector space. A density on
V is a map w: V"™ — K such that for every T' € End(V)

T*w:=woT" =|detT|w,
where T™: V"™ — V"™ maps (v1,...,v,) to (Tv1,...,Tu,). @

Under the obvious addition and scalar multiplication, the set of all densities
on V is a linear space over K. We will denote this space by D(V). It is not
hard to see that D(V) is one dimensional. Indeed, if (eq,...,ey) is a basis for
V, then w — w(ey, ..., e,) is an isomorphism between D(V') and K.

Now let M be an n-dimensional manifold. Then it is possible to form a line
bundle (that is, a rank 1 vector bundle) D = D™ over M whose fiber over
x € M equals D(T,M) and whose differentiable structure is such that for every
chart (U, k) of M, |dk1 A --+ A dky| is a smooth nowhere vanishing section of
Dy — U. This line bundle D is called the density bundle of M. Because it has
rank 1, the smooth nowhere vanishing section |dk1 A - -+ Adky| of Dy — U is in
fact a frame over U and therefore it induces a trivialization p,: Dy — K (for
x € U, an element w, € D, can be written as w, = u|dk1(z) A--- Adkp(2)] and
pr sends w, to u).

The crucial point about the density bundle is that we can integrate its com-
pactly supported continuous sections. That is, there exists a natural linear
integration map [, : %M, D) — K. To define this map, we first consider an
element w of T'%(M, D) such that supp(w) is contained in the domain of some
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chart (U, k). Then w is a compactly supported continuous section of Dy — U
and the idea is to define

/w;:/ pKOWOH_ldA
M w(U)

(note that p, ow o r™t € €.(k(U)), so this makes sense). However, we need
to make sure that this does not depend on the chart (U, ). So let (V,v) be
another chart of M such that supp(w) C V. Then, forallz e UNV,

|dvi(z) A -+ Advy(2)| = | det(Dre™1) (k(2))| |dry (z) A -+ A dip(2)]

(this is well-known, but can also easily be derived by using

n

dvj = Z gVJ dk; = Z(@i(yj oK) o K)dr;
i=1

=1

and the permutation expression for the determinant). As a consequence, we
have py|p = |det(Dve™")(k(2))| pulp, for every € UNV and using the
change of variables theorem, we subsequently find

/ pyowoufld/\:/ proworv td)
v(V) v(UNV)

:/ (pyowo k)| det Duk~t d\
(Unv)

:/ pnowo,‘fld)\z/ PO wo K Td\
w(UNV) w(U)

) CUNV, so we have supp(p, oworv—1) Cy(UNV)
C k(U NV)). Hence, the definition

/w—/ P Owo K LdA

is indeed independent of the chosen Chart.

Now let {(U;, k;)}icr be a collection of charts such that {U,};cs is an open
cover of M and let {n;};,c;r be a (smooth) partition of unity subordinate to
{U;}ier. For any w € T9(M, D), there is a finite subset I, of I such that
supp(n;) N supp(w) # @ if and only if 7 € I, so we can define

[y Ry

icl i€l

(by assumption supp(w
and supp(p, ow o k1)

(note that for every i € I, n;w is an element of I'%(M, E) with support contained
in some chart, so f o Miw is already defined). This is independent of the choice
of cover and partition of unity, because if {(Vj,v;)};cs is another collection
of charts such that their domains cover M and {x;} e is a partition of unity
subordinate to {V;} e, then we readily check, using the linearity of the ordinary
Lebesgue integral, that

> [oe=% [ ngmw—ZZ/ X

el el jeJ el jed

=3 [ S =3 [ e

JjeJ i€l JjeJ
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Moreover, the map

:TYUM,D) - K: w / niw
i 2 s

el

is clearly linear, so we have found the desired integration map.

B.2 The vertical bundle and derivative

Let M be a manifold and P =25 M a fiber bundle over M. The vertical bundle of
P, notation T" P, is the vector subbundle of the tangent bundle T'P whose fiber
over p € P equals TPy, (i.e., informally speaking, TV P consists of those
vectors in TP that are tangent to the fibers, which would in the traditional
drawing of a fiber bundle be the vertical ones). Put differently, if we denote the
derivative of mp: P — M by Dnp: TP — TM, then TP = ker(D7wp). For
¢ € I'™°(M, P), we denote the pullback ¢*(TYP) of TP under ¢ (which is a
vector bundle over M) by T/ P.

Hand-in-hand with the notion of vertical (tangent) bundle, comes the notion
of vertical derivative. For this, let Q — M also be a fiber bundle over M and let
f: P — Q@ be a fiber bundle homomorphism. Because f sends fibers to fibers, it
follows that the derivative Df: TP — T'QQ maps TP into T"Q and we call the
restriction of D f to TV P the vertical derivative or derivative along the fibers of
f,notation 6f: TP — T"Q.

If E — M is a vector bundle over M, then TV F is canonically diffeomorphic
to (the total space of the vector bundle) E ¢ E. Indeed, for any € M and
e € E;, (T'E)e = T.E, ~ E,, so for any e € E,, we have a copy of F,. For
p (M, E), T,E and E are even canonically isomorphic as vector bundles.
If F — M is also a vector bundle over M and f: E — F is a fiber bundle
homomorphism, then the ‘translation’ of § f to a map from F @ E into '@ F
(which are both vector bundles over M) is a fiber bundle homomorphism as
well. We will denote this fiber bundle homomorphism by B f and we easily see
that 5f: E® E — F & F is characterized by

0f(e,e’) = (f(e) fle+te))

(note that e and ¢’ belong to the same fiber of E).

B.3 Approximation of continuous sections

In the main text we need the following, very general, approximation theorem:

Theorem B.3.1. Let M be a manifold and P — M a fiber bundle over M. If
o € T%(M, P) and U is an open neighborhood of im(y) in P, then there erists
an ¢ € I°°(M, P) such that im(y) C U.

Proof: See [15] (in the case at hand, it is not necessary to assume that M is
connected; we can just approximate ¢ on all connected componentents) and
[12, Section 6.7] for the original, more basic result (which evidently implies our
theorem if M is compact). O
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B.4 Differential operators

The concept of a differential operator is of course very well-known, but a quick
(and incomplete) summary of a formal defintion is the following:

Definition B.4.1. Let M be a manifold and let £ and F' be vector bundles
over M. A linear partial differential operator from E to F of order at most
k € N is a linear map P: I'°(M,E) — I'°(M, F) such that P is local (i.e.,
supp(Py) C supp(yp) for all ¢ € I'*°(M, E)) and such that for every total
trivialization triple (U, &, p) (see Definition 3.1.1) of E — M the restriction P|;
can be written as 3, <, (Ca)s 0 97 for certain vector bundle homomorphisms
Ca: EU — FU. @

Here, the partial derivatives 0¢: T°°(U, Ey) — I'°(U, Ey) act ‘component-
wise’ on the sections (the trivialization p: Ey — K", with r := rank(F), deter-
mines a frame (e1,...,e,) of Ey — U and 02 sends ¢ = pre1 + -+ + pre, to
(0%p1)er+ -+ (0%, )er) and for a section ¢ € I'°(U, Ey) and a point z € U,
(P|y ¢)(x) is computed by picking an ¢, € I'>°(M, E) that coincides with ¢ on
an open neighborhood of z in U and then calculating (P, )(x).

Although ‘(smooth) linear partial differential operator’ is probably the most
precise and correct name for a map P that satisfies the conditions of the above
definition, such maps are often more conveniently just called ‘differential oper-
ators’. In line with this, we will denote the space of all ‘differential operators’
from FE to F of order at most k by Diff,(E, F') and the space of all differential
operators from E to F of finite order by Diff (E, F) (on noncompact manifolds,
it is possible to define differential operators of ‘infinite’ order, but we will not
consider such differential operators here).

The reason for spending some paper on differential operators in this appendix
is that we would like to use a result about differential operators in the main text
that does not seem to be very well-known. Before we present this result, we
need one preliminary proposition.

Proposition B.4.2. For every vector bundle E — M there exists a finite col-
lection of total trivialization triples {(U;, ki, pi) Yo of E — M such that {U;}7,
is an open cover of M.

Proof: An obvious adjustment of the proof of [14, Proposition II1.4.1] works (ob-
serve that a countable collection of trivialization triples with mutually disjoint
domains can be turned into one trivialization triple). g

Theorem B.4.3. Let M be a manifold, let E and F be vector bundles over
M and let k € No. For every differential operator P € Diffy(E, F) there
exist vector bundle homomorphisms Ty, ..., T, € Hom(E, F') and differential
operators Py, ..., Py € Diffy(E, E) such that P = 377" ((Tj). o P;.

Proof: Let {(Ui, ki, pi)}i—o be a finite collection of total trivilization triples of
E — M such that {U;}]— is an open cover of M, let {n;}I—, be a partition
of unity subordinate to {U;}!, with the property that for every 0 < i < n,
n; = p? for some p; € €°°(M) and fix some k € N such that P € Diffx(E, F).
Then we find for all 0 < i < n and || < k a vector bundle homomorphism
C!, € Hom(Ey,, Fy,) such that P, = E\odgk(cé)* o dp for every 0 < i < n.
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Now for every 0 < i < n and |a| < k, 4;C? is a vector bundle homomorphism
from E to F in the obvious way, while u;05, becomes a differential operator
from E to E of order at most k if we agree that (u;05,)(p) = (95, ¢ly,) for

¢ € I'°(M, E) (note that supp(u;) = supp(n;) C U;). We claim that

P=S"5" (Gl o (uid2). (B.1)

i=0 |a|<k

Indeed, if p € T°(M, E) and € M, then

(3 Y €l o (nd2))()() =
Z 1i(2)Ce, (10, @'U)( z)) =
=0

Z )23 L2 ¢l ) (@) =

where the penultimate equality holds because for those ¢ for which € U;, ¢ co-
incides with ¢[;; on an open neighborhood of z, thus ( P|; ¢l )(z) = (Py)(z),
while for those i for which @ ¢ U;, n:(2)(P|y. ¢l )(x) = 0= n;(2)(Pp)(x).

So equation (B.1) indeed holds and since the right hand side of this equation
is of the desired form, we are done. (I
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