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Abstract
The strong horizontal gradients in sea surface temperature (SST) of the Atlantic Gulf Stream exert a detectable influence 
on extratropical cyclones propagating across the region. This is shown in a sensitivity experiment where 24 winter storms 
taken from ERA-Interim are simulated with HARMONIE at 10-km resolution. Each storm is simulated twice. First, using 
observed SST (REF). In the second simulation a smoothed SST is offered (SMTH), while lateral and upper-level boundary 
conditions are unmodified. Each storm pair propagates approximately along the same track, however their intensities (as 
measured by maximal near-surface wind speed or 850-hPa relative vorticity) differ up to ± 25%. A 30-member ensemble 
created for one of the storms shows that on a single-storm level the response is systematic rather than random. To explain 
the broad response in storm strength, we show that the SST-adjustment modifies two environmental parameters: surface 
latent heat flux (LHF) and low-level baroclinicity (B). LHF influences storms by modifying diabatic heating and boundary-
layer processes such as vertical mixing. The position of each storm’s track relative to the SST-front is important. South of 
the SST-front the smoothing leads to lower SST, reduced LHF and storms with generally weaker maximum near-surface 
winds. North of the SST-front the increased LHF tend to enhance the winds, but the accompanying changes in baroclinicity 
are not necessarily favourable. Together these mechanisms explain up to 80% of the variability in the near-surface maximal 
wind speed change. Because the mechanisms are less effective in explaining more dynamics-oriented indicators like 850 hPa 
relative vorticity, we hypothesise that part of the wind-speed change is related to adjustment of the boundary-layer processes 
in response to the LHF and B changes.

Keywords  Atlantic winter storms · Gulf Stream · SST-fronts

1  Introduction

The Gulf Stream in the western North Atlantic ocean is a 
region characterised by strong contrasts in sea-surface tem-
perature (SST), following the juxtaposition of a northward 
protruding tongue of warm surface waters and a narrow 
coastal bound region with cold waters. This region is also 
one of the worlds major genesis regions of mid-latitude 
storms and their subsequent intensification. It has long 
been put forward that this coalescence of the storm gen-
esis region with the Gulf Stream is more than accidental. 
Considerable research has been conducted on the role of 
the ocean in explosive cyclogenesis (e.g. Sanders and Gya-
kum 1980; Anthes et al. 1983; Roebber 1989a, b; Kuo et al. 
1991; Sheldon et al. 2016). Indeed, these studies show that 
cyclone development occurs more often in the vicinity of the 
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strongest SST-gradients and strong latent heat fluxes appear 
essential to explain the occurrence of very strong storms 
above sea (Roebber and Schumann 2011). Yet examining 
this role of the SSTs in storm intensification from a climato-
logical perspective is hampered by the large natural variabil-
ity in the atmospheric conditions that favour cyclogenesis, 
and by the fact that storm development is not caused by a 
single mechanism. In most of the region the background 
flow exhibits a strong vertical windshear following the equa-
tor to pole temperature gradient, and is therefore fundamen-
tally unstable to small disturbances. Therefore most cases of 
cyclogenesis involve a more than fair amount of the classic 
cyclogenesis mechanism, baroclinic instability (e.g. Eady 
1949; Petterssen and Smebye 1971; Sanders 1986; Methven 
et al. 2005). Theory and observational evidence suggests 
that surface heating and diabatic effects may substantially 
enhance the development further (Kuo et al. 1991; Davis 
et al. 1993; Moore and Montgomery 2004; Vries et al. 2010).

Several studies have been conducted on the climate 
impacts of the structure of the SST pattern of the Gulf 
Stream. For example, it has been shown to have a clear 
imprint on the atmosphere aloft, even at higher altitudes 
within the troposphere (Minobe et al. 2008). The presence 
of the Gulf Stream significantly impacts local precipitation 
and even the storm track (Minobe et al. 2008; Small et al. 
2014). This implies that modelling the storm track with cli-
mate models will be compromised if the spatial resolution 
of the ocean and atmosphere is not sufficient to resolve the 
details of the Gulf Stream region, including the SST-front 
(Piazza et al. 2015; Scher et al. 2017). In addition, remote 
impacts of small-scale oceanic features on precipitation have 
been shown, which are also affected by spatial resolution 
(Ma et al. 2015).

Case studies on individual storms have provided valuable 
insights into the mechanisms causing the influence of SST-
gradients on storm development (e.g. Giordani and Caniaux 
2001; Jacobs et al. 2008; Booth et al. 2012; Sheldon et al. 
2016). There are indications that both the absolute values 
of SSTs and the magnitude of the SST-gradient influence 
storm-development, with the absolute SST values being the 
more important driver, and latent heat release playing an 
important role (e.g. Booth et al. 2010, 2012). However, to 
go beyond a single case study and unravel the role of the dif-
ferent intensification mechanisms in a climatological study 
is not an easy task. Roebber (1989a) states that “ … if the 
deepening rates arise as a sum of processes, then no matter 
what the probability distributions of the separate processes 
may be, their sum will have a distribution that tends more 
and more towards Gaussian as the number of process com-
ponents increase”.

This study aims to narrow the gap between the climato-
logical studies and those describing single cases. In a sensi-
tivity experiment we downscale a relatively large number of 

storms that have occurred over the region with a state of the 
art regional atmospheric model. In this controlled environ-
ment, we keep the large-scale conditions under which these 
historic storms developed fixed, but vary the underlying SST 
fields. Specifically we investigate the role of the presence of 
the sharp SST-gradients on the development, by explicitly 
removing them in a second simulation of the storm. In this 
way we can examine whether a “typical” response exists to 
the presence of a strong SST-gradient, and therefore whether 
insights obtained from single case studies can be representa-
tive for all (or the majority) of storms.

2 � Methods

In this study we downscale a number of winter storms that 
travelled over the Gulf Stream region. Many storms passed 
over the region, but due to computational constraints we 
restricted our analysis to 24 storms. These were selected 
randomly from the ERA-Interim dataset (Dee et al. 2011) 
from the period 2006–2012. There was no specific reason 
for using this period, and the only selection criterium was 
that the storms crossed or travelled over the Gulf Stream. 
The downscaling is carried out with HARMONIE in climate 
mode, HCLIM-ALARO (HCLIM from here) as described 
in Lindstedt et al. (2015). HARMONIE is used routinely 
and operationally as an NWP model in a number of mostly 
European countries. Although HCLIM can be run at very 
high resolution and with non-hydrostatic dynamics, compu-
tational limitations motivated to run in hydrostatic mode at 
10 km horizontal resolution, using ERA-Interim as bounda-
ries. The start- and end dates of the simulations are given 
in the table in Appendix 1. Each storm is simulated twice, a 
reference run (REF) and a run (SMTH) where the underlying 
SST field is strongly smoothed (details follow below). The 
tracks and average SST field of all REF-storms are shown 
in Fig. 1. We have visually compared the HCLIM output 
to ERA-Interim and concluded that the REF storms were 
developing very similarly.

2.1 � Removal of the SST‑front

The REF and SMTH simulations use the same lateral 
boundary conditions, but different underlying SST-fields. 
The REF run uses the NOAA 0.25◦ daily Optimum Inter-
polation Sea Surface Temperature data set (Reynolds 
et al. 2007). The SMTH run uses the same SST-dataset, 
but with a smoothing algorithm applied. The smoothing 
algorithm first fills up land points with the latitudinal 
mean SST-values of the domain as pseudo-SSTs, and then 
applies a 3 × 3 grid-point smoother for 2000 times con-
secutively. This procedure effectively removes the Gulf 
Stream warm extension and the strong SST-gradients 
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along the Gulf Stream front. The SST of SMTH is 
rescaled to have the same spatially average SST as REF, 
but still contains the large-scale meridional gradient of 
SST enforced by the boundary conditions.

Figure 2 shows the smoothed SST-field of all SMTH 
storms, and the absolute difference SMTH–REF, aver-
aged over all cases. The difference pattern is a dipole of 
considerable amplitude, with increased SST north of the 
SST-front and decreased values south of it. The grey box 
outlines the HCLIM domain. It encompasses the region 
with the SST-front, but is still small enough to constrain 
the upper-level flow and large-scale baroclinicity by the 
boundaries. Indeed, the upper-level (above 500 hPa) 
flow and temperature structure are found to hardly differ 
between the REF and SMTH simulations.

2.2 � Along‑track statistics

An along-track measure is developed to summarise the 
response of a chosen variable (e.g. wind speed) to the 
smoothing of the SSTs. First the center of the storm is 
identified as the local minimum of the geopotential at 925 
hPa ( �925 ) for every 6-hourly time step. This results in the 
track of the storm. The tracking is done for REF and SMTH 
separately, to account for deviations in the tracks. Generally 
these track-differences are small (Fig. 1), implying that the 
tracks are only weakly influenced by fine-scale details of the 
underlying SST pattern and more constrained by the lateral 
boundary conditions. Then the variable of interest is aver-
aged over a square box around the center of the storm. This 
results in a single timeline for each variable. The size of the 
box is chosen to be rather small (30 × 30 km for �925 , 100 × 
100 km for all other variables) to focus on near-center storm 
response. Finally the timelines are time-averaged, yielding a 
single value for each simulation. Analyses are repeated for 
larger boxes (500 × 500 and 1000 × 1000 km) and systematic 
differences across scales will be discussed.

2.3 � Single‑storm ensemble

The tracks shown in Fig. 1 indicate a large variability in the 
simulated storms. Because each storm is simulated “only” 
twice, it is impossible to judge on a storm-by-storm basis 
whether the differences are significant. To alleviate this, we 
selected one storm (Storm 16) and constructed a 30-member 
ensemble for it. Member 0 is the REF storm. Members 1 to 
10 are determined by using a linear combination of REF 
and SMTH, i.e., SSTi = [(10 − i)SSTref + (i)SSTsmth]∕10 voor 
i ∈ [0, 10] . Members 11–20 are obtained using SST of REF 
augmented with a spatially non-correlated random perturba-
tion field with an amplitude between ± 0.5 K. Finally, Mem-
bers 21–30 are obtained by perturbing the SST of SMTH 

Fig. 1   Mean SST of all REF-storms (shading, units: K). Lines denote 
the tracks; REF (full) and SMTH (dashed). The simulation domain is 
outlined in grey

Fig. 2   As in Fig. 1 but for SST of SMTH (left) and the absolute difference SMTH–REF (right)
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using a randomly varying field. The random perturbations 
are different for each 6 h time-step. For the single-storm 
ensemble we analyse the storm-strength parameters in the 
same way as the other storms.

3 � Results

3.1 � Storm‑strength changes

Figure 3 shows a histogram of the relative difference in mean 
along-track maximum 10-m windspeed (denoted W10X), 
which is our measure of storm strength. For this statistic 
we search in each 3-h time interval for the maximum 10-m 
windspeed within a box of 100 × 100 km around the track. 
These wind speeds are averaged along the track and com-
pared. There is no sign of a systematic change. Instead, 
there are large variations, up to ± 25% in the storm-strength 
response, as measured by this parameter. So both weakening 
and strengthening storms are found. Because the underlying 
SST-change is the only difference in boundary conditions, 
and because these differ substantially, depending on whether 
storms pass north or south of the original SST-front, we use 
colouring in the histogram to denote the mean absolute dif-
ference (SMTH–REF) in along-track SST. It appears that 
storms that meet on average cooler SST in SMTH (i.e., more 
southerly located tracks), tend to produce lower wind speeds, 
while those that experience on average warmer conditions 
show a more mixed picture. Thus storm-strength change 
and SST-change are correlated (Spearman rank correlation 
between relative windspeed difference and absolute SST 
difference is + 0.70). Similar results are found if we use 

sea-only points, increase the search-box to 500 × 500, 1000 
× 1000 km (not shown), or if we use as averaging period the 
time from the start of the simulation to the time of mini-
mum in �925 . Other storm-strength measures such as 850 
hPa relative vorticity (zeta850), or the minimum in �925 
show a similar broad spread in the response (Fig. 9), with 
some storms getting weaker and some stronger. This mixed 
response is consistent with Roebber (1989a) who remarked 
that there is a tendency towards a Gaussian response if mul-
tiple mechanisms are acting simultaneously. From the large 
spread and the quasi-gaussian shape of the histogram, one 
could argue that from a statistical point of view there is sim-
ply no systematic response. However, we do not want to 
make that conclusion yet. Instead we will try to understand 
the reason underlying the mixed response.

3.2 � Single‑storm ensemble

To examine whether the response at the level of a single 
storm is significant, or at least systematic, we created an 
ensemble for a single storm (Storm 16 from the list). This 
storm travelled quite close to the SST-front and through the 
middle of the simulation domain. Figure 4 shows the time-
series of a number of storm indicators for the ensemble, 
with color coding indicating the various groups within the 
ensemble. First of all, the tracks (top-left panel) are scat-
tered closely around the tracks of REF (black) and SMTH 
(thick-red), except for two members (labelled 14 and 19) 
where the tracking failed. These two members are discarded 
from subsequent analysis. The SMTH-based members (thin-
red) appear to propagate slightly further northward than the 
REF-based members, but we did not examine this aspect in 
detail. As expected, along-track average SST changes quite 
systematically as one cycles through the “linear-combina-
tion” members 1–10 (for the definition of the members, see 
Sect. 2.3) and is scattered around REF for members 11–20 
and around SMTH for members 21–30. For 925 hPa-geo-
potential �925 we had only 6-h output, and duplicated the 
points to 3 h (bottom-left). It shows gradual changes for 
members 1–10 and a clear separation of the REF-based and 
SMTH-based. A similar result holds for the variations in 
the wind-speed (bottom-right). These gradual, but system-
atic changes seen in especially members 1–10, and the clear 
separation of the two other groups (REF-based and SMTH-
based), increase our confidence that the responses we see in 
other parameters are indeed systematic, and not influenced 
too strongly by the chaotic nature of the flow.

3.3 � Environmental storm parameters

We now turn from the single-storm ensemble to the pair-
simulations of all storms. Removing the SST front results 
in predictable changes in two environmental parameters that 

Fig. 3   Histogram of relative difference (SMTH–REF)/(REF) of the 
mean along-track 10-m wind speed maximum W10X. The maxi-
mum is computed using a window of 100 × 100 km around the track. 
The colouring denotes mean along-track absolute difference of SST 
(SMTH–REF)
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are known to be relevant extratropical storm development: 
(1) surface latent heat fluxes (LHF) and (2) low-level baro-
clinicity (B). LHF will influence the surface signature of 
storms by modifying boundary layer processes (e.g. vertical 
mixing) and may also influence cyclogenesis via the asso-
ciated changes in diabatic heating. Low-level baroclinicity 
associated with strong horizontal temperature gradients and 
vertical stratification also plays a role in cyclogenesis. In 
addition to these two parameters the storms will be influ-
enced and steered by the mid- to uppertropospheric flow 
configuration. The average vertical wind-shear of the tropo-
sphere determines to first order the maximal incipient cyclo-
genesis rate via the classic Eady and Charney mechanisms 
for baroclinic instability. However, by construction this part 
of the flow is largely kept constant for each storm-pair in 
our simulations.

Over the Gulf Stream, especially over the warm-tongue 
extension, the atmospheric air-temperature in the winter is 
generally lower than the SST underneath. This temperature 
contrast gives rise to considerable LHF from the sea to the 
air. The LHF peaks over the warm tongue, and strongly 
decreases northward due to the much colder SST (top-left 
panel, Fig. 5). LHF also decreases southward of the warm 

tongue due to higher air temperatures. If the SST-front is 
absent or replaced by a longitudinal average (as approxi-
mately is the case in SMTH) LHF south of the front is much 
lower and north of it much higher. In the LHF-anomaly field, 
this becomes manifest as a dipole (bottom-left panel).

The second important difference between SMTH and 
REF is the change of low-level baroclinicity (B). Baroclinic-
ity is crucial for storm development as it renders the basic 
flow inherently unstable to small disturbances. As discussed 
before, the upper-level flow is strongly constrained by the 
lateral boundary conditions, and will thus be quite similar 
for both REF and SMTH storms (i.e., they will still differ 
from storm to storm, but the SMTH–REF difference for a 
single storm case is small). Therefore it makes more sense 
to study the lower troposphere. We approximate the low-
level baroclinicity by the absolute value of the horizontal 
temperature gradient at 850 hPa

B is proportional to the vertical shear � of the wind and to 
the Eady (1949) growth rate. Averaged over all storms, B 
is positive everywhere in the domain for all levels up to the 
mid-troposphere, consistent with a northward decreasing 

(1)B = |∇T|.

Fig. 4   Timeseries of various parameters for the mini-ensemble of storm 16. The thick black line denotes CTRL, the thick red line SMTH (the 
other members are explained in the text). Top row: tracks (left) and SST (right). Bottom row shows �925 (left) and wspdmax (right)
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temperature and positive vertical wind shear. The top-
right panel in Fig. 5 shows the average B (850 hPa) for all 
REF storms. The pattern is not uniform, with the largest 
amplitudes in the vicinity of the SST-front. The imprint 
of the underlying SST-front on B is much stronger at 925 
hPa (Fig. 10 in Appendix 3), but also remains visible up to 
altitudes of 700 hPa (not shown). In the SMTH runs, the 
peak in amplitude of B is completely gone; low-level baro-
clinicity over the SST-front is therefore much less and we 
expect storms traveling over this region to be influenced by 
it. Meanwhile low-level baroclinicity in the adjacent side-
bands is enhanced. The resulting anomaly field resembles a 
tripole (bottom-right panel). Again, at 925 hPa this is even 
more clear (Fig. 10).

Given these robust patterns of change in the storm param-
eters, the question is whether these can explain the differ-
ences in the storm-strength. Prior to answering this question 
let us first assess whether the two proposed parameters (so 
not their changes) do actually matter for the current set of 
REF-storms. Figure 6 shows a 2d-binned statistics plot of 
instantaneous W10X (scale: 100 km) of all REF-storms, 

Fig. 5   Storm parameters. averaged over all simulations. Top-row: REF values for (left) surface latent heat flux and (right) absolute value of the 
horizontal temperature gradient at 850 hPa. Bottom row: absolute changes (SMTH–REF)

Fig. 6   2d-binned statistics of 3 h W10X using all REF-storms and all 
times (scale: 100 km). The storm parameters B (850 hPa) and LHF 
are used as coordinates. Each hexagon is coloured with the average 
W10X of all points within
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where along-track LHF and B (850 hPa) are used as axes. 
For display purposes the B and LHF values are ranked first, 
such that the axes take the form of percentiles (lowest 10% 
B-values occur for x < 0.1 , highest 10% LHF-values for 
y > 0.9 etc.). The figure shows that high W10X occur on 
average if either or both LHF and B are in their highest per-
centiles. The figure is qualitatively unaltered if we consider 
a larger storm-radius (using e.g. 500 × 500 km instead of 
100 × 100 km), or if we adopt the standard definition of B in 
Eq. (1). Thus the results of Fig. 6 give us confidence that the 
two parameters LHF and B are indeed dynamically relevant 
for storms in the region.

Very similar results are found if we replace B by the full 
Eady index computed at 850 hPa (not shown). If we replace 
W10X by 850 hPa relative vorticity (zeta850), the pattern is 
however different (not shown). Similar to W10X, zeta850 is 
still generally higher when B or Eady is high, yet the relation 
with LHF is absent: strong and weak storms occur irrespec-
tive the amplitude of the underlying LHF.

3.4 � Relating storm‑strength changes 
to environmental parameters

Our final aim is to explain the variability in the storm-
strength response seen in histogram Fig. 3. To this aim, we 
construct a very simple statistical model (MLM) where �
LHF (the change of LHF) and � B (850 hPa) are used as pre-
dictors to explain the changes in mean along-track maximal 

windspeed �W10X. Here we want to focus on the phase 
where the rapid development occurs. Therefore we take the 
average value from the start of the simulation, up to the point 
where the storm reaches its along-track minimum in 925 hPa 
geopotential. In the MLM the following equation is solved 
using multiple least squares regression for the unknown 
regression coefficients ai

Here, �W10X denotes the change in storm strength and � 
indicates the term from unexplained processes. Figure 7 
(left) shows a scatter plot of the changes in the two storm 
parameters, with colour denoting the change in the storm-
strength. They are uncorrelated, yet from the colouring it is 
obvious that the two, but especially LHF-change (like SST-
change), can explain a substantial portion of the observed 
variance in storm-strength. Note that the values in the envi-
ronmental parameters are different for each storm because 
(1) the tracks between the storms differ, (2) the precise loca-
tion and amplitude of the SST-front differ for each simula-
tion and (3) the storms occur at different dates, and thus SST 
and atmospheric conditions also differ for each storm.

The right panel of Fig. 7 summarises the performance of 
the MLM by means of a scatter plot between the true W10X 
changes and those predicted by the MLM. The (changes in 
the) two environmental parameters explain a large fraction 
of the observed changes in storm-strength: The Spearman 

(2)
�W10X = a0 + a1�LHF + a2�B + �

= �W10Xmlm + �

Fig. 7   (Left) scatter plot between the changes of the two environmen-
tal parameters. Colour denotes the change in W10X (m/s). (Right) 
performance of the linear statistical model that relates changes in 

along-track W10X to changes of the environmental parameters. The 
grey regions indicate 95%-confidence bands of the linear fit between 
the variables on the x and y axes
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rank correlation is 0.89 and the explained variance r2 = 0.79 . 
Since the changes in the two storm parameters are almost 
uncorrelated, their relative importance follows from the 
regression coefficients ( a1 = 0.76 and a2 = 0.40 ). The most 
important contribution therefore comes from the latent heat 
flux mechanism. In addition, almost no offset is required 
(a0 = −0.02) in the MLM, suggesting that we do not miss 
crucial mechanisms that systematically offset the results in a 
definite direction. A similar result, with a similarly high cor-
relation near 0.90 is found if we use B (925 hPa) as a predic-
tor instead of B (850 hPa). If we increase the horizontal scale 
(e.g a box of 500 km) the explained variance is somewhat 
lower and this also occurs if we exclude land-points. Best 
results are then found if we use B at a higher level (e.g. at 
700–500 hPa). If one replaces our measure of baroclinicity B 
by the full Eady index, the MLM results are almost the same.

In contrast to W10X, the changes of ZETA850 can less 
effectively be described using the two parameters. At 100 
km scale, the LSM gives a Spearman correlation of 0.74 
and an explained variance of just over 50% (not shown). At 
500 km scale this even drops to very low values (correlation 
around 0.3), with no role played at all by LHF itself. Because 
the same two mechanisms are so much less effective in 
explaining the changes in relative vorticity at 850 hPa, we 
hypothesise that part of the near-surface wind-speed change 
is likely coming from the adjustment of the boundary-layer 
processes such as vertical mixing in response to the LHF 
and B changes.

Finally, we return to the single-storm ensemble. Apply-
ing the same techniques as above to that data set, we see 
that the drop in correlation is less if we move from W10X 
to ZETA850 (Fig. 8). For W10X again very high correla-
tions are found (0.93), but even ZETA850 at 500 km scale 
remains reasonably well explained. Moreover, the single-
storm results also stratify much better with the (along-track) 
SST-change itself (coloured dots), whereas this is not the 
case for the storm-pair simulations (Fig. 7). This must be 
due to the fact that the storms in the single-storm ensemble 
are much more similar to each other than those of the storm-
pair simulations. In the latter the storm pairs differ strongly 
from each other in terms of for example timing of the year, 
direction of propagation across/along the Gulf Stream and 
the details of the atmospheric flow and even the underlying 
SST field.

4 � Summary and concluding remarks

The presence of the SST-front over the Atlantic Gulf 
Stream influences storm development in the region. The 
SST-front does this by modifying two environmental 
parameters: near-surface latent heat fluxes (LHF), and low-
level baroclinicity (B). While the LHF changes are caused 
by the large ocean-air temperature contrast, the low-level 
baroclinicity (visible up to 700 hPa in the simulations con-
ducted in this study) is caused more indirectly, namely by 

Fig. 8   Ensemble of storm 16. LSM to describe W10X changes (left) and ZETA850 changes (right) using LHF and B850 as drivers at 500 km 
scale
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the presence of the strong horizontal SST-gradients that 
are so typical for the Gulf-Stream. Existing studies (e.g. 
Giordani and Caniaux 2001; Jacobs et al. 2008; Booth 
et al. 2012; Piazza et al. 2015; Sheldon et al. 2016) and the 
work of Roebber and Schumann (2011) have shown that 
surface heat fluxes and baroclinicity are important ingre-
dients for storm development. LHF may exert an influence 
on near-surface wind speeds by modifying boundary layer 
processes such as vertical mixing of momentum and heat. 
Aloft it may influence cyclogenesis by modifying diabatic 
heating rates.

We downscaled 24 winter storms taken from ERA-
Interim with HARMONIE, using either observed SST 
or a strongly smoothed SST, while keeping atmospheric 
boundary conditions unchanged. For each storm-pair thus 
created, the tracks are not influenced much by the presence 
of the front. However, differences in storm-strength show a 
large variability. Since the large-scale flow is constrained 
by the lateral boundaries, this variability must be caused 
by the differences in the boundary conditions the storms 
“see”. The most obvious factor is the difference in the SST 
along the track of the storm. Storms that pass north of 
the Gulf Stream SST-front experience warmer SSTs when 
applying smoothing, while storms south of the front expe-
rience colder SSTs. To satisfactorily explain the storm-
strength differences, which can be as large as ±25% , we 
studied how these SST differences impact the two above-
mentioned processes. The first—the “Latent Heat Flux 
Mechanism”—directly communicates the SST-change 
to changes in LHF, which affects the development of the 
storms via latent heat release and changes of the stability 
of the atmosphere. This tends to cause a weakening of the 
storms if the average SSTs below the storm become lower, 
and a strengthening if the SSTs become higher through 
smoothing. The mechanism is in congruence with findings 
in Sheldon et al. (2016). Secondly it is shown that smooth-
ing of SSTs affects the temperature structure of the atmos-
phere up to the mid-troposphere. Even though the domain 
of the experiment is rather small, the applied smoothing 
modifies the low-level baroclinicity. It is weakened in the 
central Gulf Stream region almost above the regions where 
the SST-gradients are largest, and slightly enhanced out-
side the central region. The final response of a storm fol-
lows from the combined effect of the two mechanisms. 
South of the Gulf Stream front, SSTs become colder when 
applying SST-smoothing, and both mechanisms work in 
the same direction and all storms weaken. North of the 
Gulf Stream front, SSTs become warmer when applying 
SST-smoothing, and the mechanisms work in opposite 
direction. In about half of these cases, the storms weaken, 
the other half strengthens. When combined in a simple 

statistical model these two storm parameters can explain 
a large fraction of the storm-strength variability as meas-
ured by maximum near-surface wind speed (explained 
variance up to 80%). Because the changes in 850 hPa rela-
tive vorticity are less well explained in terms of the above 
mechanisms, we hypothesise that part of the near-surface 
wind-speed change is likely coming from the adjustment 
of the boundary-layer processes in response to the LHF 
and B-change.

We conclude with a few final remarks. By examining 
the differences in the highly controlled model environ-
ment, the present study is able to explain a large fraction 
of the storm-strength responses in terms of the two mech-
anisms. This should not be confused with the statement 
that these two mechanisms are the only ones determin-
ing explosive cyclogenesis over the region. To the con-
trary, large-scale baroclinicity and the natural variations 
thereof are probably the major development mechanism 
at hand. The essential point of our study is that we keep 
that aspect of the development constant for both REF and 
SMTH storms (case by case that is). Only in this way we 
can focus on the role of the other mechanisms related to 
the SST structure and gradients in modifying the storm 
development. The change in LHF is the most important 
factor of the two parameters, similar to findings in Booth 
et al. (2012), yet low-level baroclinicity adds consider-
ably to the explained variance. Our results imply that 
a good representation of SST-fields, such as the Gulf 
Stream warm tongue, is necessary for correctly model-
ling storms, which has consequences for the accurate-
ness of numerical weather prediction and climate simu-
lations. A possible next research step would be to run 
a local coupled ocean-atmosphere model, which would 
also include potential feedback between the atmosphere 
and the ocean.
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Appendix 1: Start and end dates 
of the simulations

The start and end-dates of the analysed storms are listed in 
the table below (format: yyyy-mm-dd, the storm-number 
is the indicator used e.g. in Fig. 7):
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Start date End date Storm-number

2006-01-27 2006-02-01 20
2006-11-20 2006-11-26 21
2007-01-16 2007-01-25 00
2007-10-31 2007-11-06 22
2007-11-02 2007-11-11 01
2007-11-12 2007-11-24 02
2007-12-19 2007-12-29 03
2008-10-26 2008-11-06 04
2008-11-01 2008-11-07 23
2008-11-11 2008-11-22 05
2009-02-10 2009-02-20 06
2009-10-25 2009-11-03 07
2009-12-18 2009-12-30 08
2010-01-02 2010-01-13 09
2010-02-03 2010-02-15 10
2010-02-07 2010-02-19 11
2010-11-25 2010-12-04 12
2010-12-10 2010-12-21 13
2010-12-15 2010-12-26 14
2010-12-27 2011-01-08 15
2011-10-26 2011-11-05 16
2011-12-07 2011-12-17 17
2011-12-11 2011-12-20 18
2012-01-27 2012-02-08 19

Appendix 2: Relative vorticity at 850 hPa

Figure 9 shows the histogram of changes in relative vorticity 
at 850 hPa using a domain of 100 km centered around the 
track.

Appendix 3: Absolute temperature gradient 
at 925 hPa

Figure 10 shows the absolute value of the horizontal tem-
perature gradient at 925 hPa.
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