
Reet computing
①

1
. Input data e ft) e RM
-

a)
-

z e f -T, o]
These data will be used to train

the
'
machine

'
for the purpose

of making predictions for t > o .

b) Re'r computer

state vector Ift) e Dd , with
d ⇒ M

.
As shown below

,
the

reservoir will be constructed

as a dynamical system on

weighedafteendom network .



c) Output data y ft) e
N ②

The desired output data

:

RM -Rd

d) Bin maps the input data to
the reservoir state

,
fence

I# tin left]
Rhet : Dd-T maps the

reservoir state to the outputs
i. e.
,

I # = Boat left)]



③

± Reservoir dynamics .

.

The reservoir is often chosen as
d. directed

a random weighedwork
which is constructed in the

following way if# nodes =D )
( i ] Generate a directed ER

(tandem) network with mean
< kin 7 E Skoog > = Ck >

(io) choose edge weighs from
a ill f - c. IT ( uniform )
distribution .

( iii ) Determineadjacency
matrix A s dxd



④

(w ) Rescale A with a constant c

( A e- c A ) see that the norm of
te largest eigenvalue is equal
to g ( the spectral radius ) .



⑤
Let kin left )] = Win a #
where win : dx M

,
where each

tow has exactly one element
discrete

€ Uf - go] . theftdynamics
on the network ↳ then groen
by

f
component wise

[ (t tht) ⇐ tanh (Act) t Win IH)
Note that we introduced already
several hyper parameters :

d : # nodes
T : coupling constant in win
<KS : mean degree{ < got : spectral radius

of A



⑥

3 . Training of the network#

- Over tote petted f-T , o] , the
reservoir evolves according to

Ift ) ⇒_ tanh ( A Ect) t win Ect) )
so we have It = n vectors

(El , . - , In ) .
- Sometimes Ate following is used

Tj , j odd

tf = { Ej , j even

but we will omit this fete



- Define Woof as an M x d
⑦

matrix of weights , and
define ( j i i . . .

.

,
n) :

Vj = Bout ( Ej ) ⇐ Woot Ij

- Let the input vectors e ft)
overtake discrete times be Indicated

by H . . - -
. En) , then the

Wo:* is determined from
*

Woot = i FEET Haj - Ij IT tmirin k
- If+ plz H Wael

where IWoutl
'

is late matrix

norm ( sum over all squares) .



⑨
u
.
Solution of the optimization

problem .

Example : M = 2
,
d =3

,
n = I

wait - Cw: :: ! )
rel - f :÷ )# ie#

. f. A-
Hence i

e:::: ::: : ::: )



E

which can be written as

'" ⑨

"

÷÷:X "÷÷
.

)
cost function is on this case :

F ⇐ I Ha - ell
-

tpkllwh
⇐ I # - X ell

-

t Bell wtf

Minimum ,
need again TF

TF ⇐ - ICI - Xue) t PIE
6K I µ '

2×1 2×6 6×1

6×2



wa = miwn The) determined
④

from TF = o →

- XT ( e - X E) t PIE = O

→ we e- (PI t Xtxj
'

xte

This is just a linear regression
problem . Ff n > I

,
ten

FF O O

µ µO TT O

O O TT
× - ↳ to

o ) F : " '

° tf o

O O tf



When p - o :
①

-

we = (Ex)
"

Ee
-

Moore -Penrose inverse



5. Bedridden
④

Once the weights are determined,
forecasts can be made fer t > o

using :

Ittat = tanh (A Ift) t win IH){ y ft ) ) = Woot I

I -
- Initial conditions :
-

- e fo ) is the east input of the

training set .

- we want to choose I@ such

that I @ = I

hence to) ⇐ Woot I



Multiplying by Win
,

we find
④

Win Elo ) = Win wont I
T

→ to) = (winwait )
"

wine

DX I dd.MNxd I 'dxM dal



④
Exercise : Lorenz system

- notebook

- test effect hyper -

parameters .


