
Geometric Space-Time Integration of

Ferromagnetic Materials

Jason Frank 1

CWI, P.O. Box 94079, 1090 GB Amsterdam, the Netherlands

e-mail: jason@cwi.nl

Abstract

The Landau-Lifshitz equation (LLE) governing the flow of magnetic spin in a fer-
romagnetic material is a PDE with a noncanonical Hamiltonian structure. In this
paper we derive a number of new formulations of the LLE as a partial differential
equation on a multisymplectic structure. Using this form we show that the stan-
dard central spatial discretization of the LLE gives a semi-discrete multisymplectic
PDE, and suggest an efficient symplectic splitting method for time integration. Fur-
thermore we introduce a new space-time box scheme discretization which satisfies
a discrete local conservation law for energy flow, implicit in the LLE, and made
transparent by the multisymplectic framework.
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1 Hamiltonian structure of the Landau-Lifshitz equation

This paper addresses the Landau-Lifshitz equation (LLE) as a nonlinear wave
equation supporting solitons and stable magnetic vortices, as considered e.g.
in [5,20,24]. The LLE governs the flow of magnetic spin in a ferromagnetic
material. At a point x ∈ Rd the spin m(x, t) = (m1,m2,m3)

T in Cartesian
coordinates satisfies

mt = m × [∆m + Dm + Ω] , (1)

where ∆ is the Laplacian operator in Rd, D = diag(d1, d2, d3) models anisotropy
in the material, and Ω is an external magnetic field.

1 Funding from an NWO Innovative Research Grant is gratefully acknowledged.
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In applications in micromagnetics, the LLE may additionally include a non-
local term, a spin magnitude-preserving Gilbert damping term, as well as a
coupling terms to a dynamic external field governed by Maxwell’s equations,
see [6].

The LLE can be written in the form of a Hamiltonian PDE with a nonlinear
Lie-Poisson structure (see e.g. [23,8]). The general form of a Hamiltonian PDE
is

yt = B(y)
δH

δy
, (2)

where y(x, t) ∈ Rp, H is a functional, δH
δy

is the vector of variational derivatives

of H with respect to y, and B(y) is a Poisson structure matrix, i.e. a skew-
symmetric matrix operator satisfying the Jacobi identity (see [23]). If B(y)
is a Poisson structure matrix, continuous with respect to y, there is a local
change of variables ȳ = ȳ(y) such that the structure assumes a canonical form

δȳ

δy
B(y)

δȳ

δy

T

= J =




0 0 0

0 0 Ip1

0 −Ip1
0




, (3)

where p = 2p1 + p2 and Ip1
is the p1-dimensional identity matrix. Expressed

in the new variables, the Hamiltonian system (2) becomes

ȳt = J
δH(ȳ)

δȳ
.

It is obvious from the structure of J that the dependent variables ȳ1, . . . , ȳp2

are constants of motion for any Hamiltonian H.

For (1) the Hamiltonian functional is the total energy

H =
1

2

∫
|∇xm|2 + m · Dm + 2Ω · m dx. (4)

and the Poisson structure is

B(m) = m̂ =




0 −m3 m2

m3 0 −m1

−m2 m1 0




, (5)

which is related to the Poisson structure of the free rigid body [17].

If the spin is alternatively represented in the coordinates m̄ = (m`,mθ,mz)
T ,

m` =
√

m2
1 + m2

2 + m2
3, mθ = tan−1 m2

m1

, mz = m3, (6)
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where tan−1 denotes the angle (m1,m2) makes with the m1 axis, then the
Poisson structure takes the canonical form (3) with p1 ≡ p2 ≡ 1, which shows
that the spin length m` = |m| is a conserved quantity. Indeed, we have

∂

∂t
|m|2 = 2m · mt = 2m · (m × δH

δm
) = 0, (7)

for any H; that is, |m|2 is a Casimir of (5).

The polar coordinates (6) are well defined except for m1 = m2 = 0, for
which the spin is aligned with the m3 axis. The degenerate case can be
treated by defining a local chart with, for example, m`, my = m2 and mφ =
tan−1(m1/m3). In this paper we will always assume that locally either m1 or

m2 is nonzero. Although this assumption is crucial for the analysis, the nu-
merical methods developed here are globally defined, making no use of local
charts.

Assuming D and Ω are independent of t and x, (1) is time- and space-
translation invariant, implying the conservation of the total energy (4) and
total momentum (given here for m` ≡ 1):

P =
∫

1

1 + m3

(m1∇xm2 − m2∇xm1) dx. (8)

Both global invariants are consequences of related local conservation laws. For
example, in the simplified case: {D = I, Ω = 0, d = 1}, the energy and
momentum conservation laws become,

et + fx = 0, e =
1

2
m · mxx, f =

1

2
(mx · mt − m · mxt), (9)

at + bx = 0, a =
1

2
(m3mθx − mθm3x), b =

1

2
(mθm3t − m3mθt − |mx|2).

(10)

These conservation laws can be integrated over the domain of interest and
under appropriate (for example, periodic) boundary conditions, imply the in-
variance of the total integral. For Ω = 0, (1) is also time-reversible.

In numerical simulations of the Landau-Lifshitz and related equations, it is
crucial to preserve the relation (7). A number of strategies for doing so are en-
countered in the literature. A general numerical integrator cannot be expected
to do this automatically, making it necessary to either impose the condition as
a constraint, or to repeatedly project the solution onto the constraint manifold
[4]. However, a number of results under the heading of “geometric integration”
techniques (see [9]) can be used to construct integrators that automatically
preserve the spin magnitude. First, it is well known that the class of Gauss-
Legendre Runge-Kutta methods preserves any quadratic invariant such as the
spin magnitude (and the total energy!). The implicit midpoint method is quite
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common in this context; see the work of Monk and Vacus who use a finite
element discretization of micromagnetics [21,22]. Second, given that m(x, t)
evolves on the surface of a sphere, one can derive an equivalent formulation
of (1) in the Lie-Group SO(3) and apply Lie Group integrators, as in [11,14].
Third, since the spin magnitude is a Casimir of the Poisson matrix (5), any
Poisson integrator will conserve it by definition. In [7] time-reversible, energy
conserving, and Poisson integrators were compared against standard methods
for the lattice Landau-Lifshitz equation.

The use of geometric integrators places an additional constraint on the discrete
phase space of the numerical solution, eliminating some of the freedom ordi-
nary methods have to wander away from geometric structures such as invariant
manifolds. On the other hand, the Hamiltonian structure discussed above is
really associated with purely temporal quantities. For PDEs, this implies that
some integrals over space are well-conserved whereas the local character of
the PDE is not addressed. For instance, although the total energy and mo-
mentum may be nearly conserved under a symplectic integrator, the flow of
energy and momentum from one point in space to another due to the implied
conservation laws (9) and (10) is masked by integration. Recent activity has
focused on spatio-temporal Hamiltonian structure and multisymplectic PDEs,
which do address such local conservation properties. In this paper we propose
a new space-time discretization of the LLE which exactly conserves a discrete
analog of the implicit energy conservation law (9). We will focus on the case
of one spatial dimension d ≡ 1, although most of what is said carries over to
higher dimensions as well.

2 Review of linear multisymplectic structure

In this section we review some of the implications of multisymplectic struc-
ture in the case of linear symplectic forms. In the subsequent section we will
generalize these ideas to the nonlinear Poisson case of the Landau-Lifshitz
equation. For a full discussion of multisymplectic geometry, see the papers of
Bridges [1,2] and Marsden [15].

Given a variational description of a continuous dynamical system (see, e.g.
Lanczos [12])

0 = δ
∫∫

L(u, ut, ux) dt dx,

the equation of motion is formally given by

−∂t
∂L
∂ut

− ∂x
∂L
∂ux

+
∂L
∂u

= 0. (11)

The corresponding Hamiltonian description introduces a conjugate variable v
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related to the temporal derivative ut by

v ≡ ∂L
∂ut

, (12)

which we assume to define an invertible relationship ut = ut(v). Then the
Hamiltonian is defined via a Legendre transformation

H(u, v) =
∫

vut(v) − L(u, ut(v), ux) dx.

The variational derivatives of H are prescribed to satisfy the original equation
of motion (11) and the definition of the conjugate variable v:

δH

δu
= ∂x

∂L
∂ux

− ∂L
∂u

= −∂tv

δH

δv
= ut(v) + vu′

t(v) − ∂L
∂ut

u′

t(v) = ∂tu,

or, with y = (u, v)T ,

Jyt =
δH

δy
, J =



0 −1

1 0


 . (13)

A space-time analog of this procedure yields a multisymplectic structure as
follows [1]. A second conjugate variable w is introduced, this time with respect
to the spatial derivative ux:

w ≡ ∂L
∂ux

. (14)

Again we assume this to define an invertible relation ux = ux(w), and a new
Hamiltonian is defined by a Legendre transformation with respect to both v
and w:

S(u, v, w) = vut + wux − L(u, ut(v), ux(w)).

The partial derivatives of S with respect to (u, v, w) are prescribed to satisfy
the equation of motion (11) as well as the definitions of v (12) and w (14):

∂S

∂u
= −∂L

∂u
= −∂tv − ∂xw

∂S

∂v
= ut(v) + vu′

t(v) − ∂L
∂ut

u′

t(v) = ∂tu,

∂S

∂w
= ut(w) + wu′

x(v) − ∂L
∂ux

u′

x(v) = ∂xu,

resulting in the form, with z = (u, v, w)T ,

Kzt + Lzx =
∂S

∂z
, (15)
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where

K =




0 −1 0

1 0 0

0 0 0




, L =




0 0 −1

0 0 0

1 0 0




.

Equation (15) with K and L skew-symmetric matrices defines a PDE on a
multisymplectic structure. The theory of such systems has been developed by
Bridges [1] and Marsden et al. [15].

Some immediate consequences of multisymplectic structure are summarized
below:

• Conservation law of symplecticity. If dy is a solution of the variational
equation associated with (13), then the symplectic two-form is globally con-
served: ∂t

1

2

∫
dy ∧ Jdy dx = 0. Analogously, if dz is a solution of the vari-

ational equation associated with (15), a conservation law of symplecticity
holds [2]

∂t
1

2
dz ∧ Kdz + ∂x

1

2
dz ∧ Ldz = 0. (16)

Integration of this relation over x with appropriate boundary conditions
implies the global conservation of symplecticity.

• Conservation laws of energy and momentum. Taking the inner prod-
uct of (13) with yt yields conservation of total energy Ht = 0 upon inte-
gration over space, whereas taking the inner product of (15) with zt and zx

give local conservation laws of energy and momentum, respectively [1].

et + fx = 0, e =
1

2
z · Lzx − S, f =

1

2
zt · Lz (17)

at + bx = 0, a =
1

2
zx · Kz, b =

1

2
z · Kzt − S. (18)

The multisymplectic structure can be generalized to allow z dependence in K
and L, as long as the two-forms associated with K(z) and L(z) are closed, i.e.
can be expressed locally as the differentials of one-forms [1,2].

Experience has demonstrated that numerical methods for Hamiltonian sys-
tems (13) which take into account the global conservation of total symplectic-
ity and energy exhibit performance superior to standard methods. It is then
reasonable to expect that methods which take into account the local conser-
vation laws associated with (15) will also perform well. To this end Marsden
and co-workers [15,13] and Reich and co-workers [25,3] have developed multi-
symplectic numerical methods.

In this paper we determine a multisymplectic structure for the Landau-Lifshitz
equation and discuss related numerical discretizations.
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3 Multisymplectic structure of the Landau-Lifshitz equation

To follow the derivation in the previous section, we begin with a variational
formulation of the Landau-Lifshitz equation. We start with a formulation in
the coordinates (6) since this gives multisymplectic structure matrices K and
L that are constant, simplifying analysis. However for numerical computations
the Cartesian components (m1,m2,m3) are to be preferred, so a constrained
multisymplectic structure follows. See [16] for a general framework for con-
strained multisymplectic theory.

With the spin expressed in the coordinates (6), the canonical equations of
motion are

m`t = 0

mθt =
δH

δmz

mzt = − δH

δmθ

.

where the energy (4) takes the form

H =
1

2

∫
mθ

2
x(m

2
` − m2

z) +
(m`m`x − mzmzx)

2

m2
` − m2

z

+ mz
2
x

+ d1m
2
` cos2 mθ + d2m

2
` sin2 mθ + d3m

2
z

+ 2Ω1m` cosmθ + 2Ω2m` sin mθ + 2Ω3mz dx. (19)

Since m`(x, t) = m`(x, 0) is constant in time, it will play the role of a parameter
in the variational description. Let h(mθ,mz,mθx,mzx) be the energy density,
that is H =

∫
h(mθ,mz,mθx,mzx) dx. Define the action density L by

L(mθ,mθt) = mzmθt − h(mθ,mz,mθx,mzx). (20)

Introducing new conjugate variables

qθ = ∂L/∂mθx = −mθx(m
2
` − m2

z),

qz = ∂L/∂mzx =
m`mzm`x − m2

`mzx

m2
` − m2

z

,

the multisymplectic Hamiltonian S is obtained via the Legendre transforma-
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tion

S =mzmθt + qθmθx + qzmzx − L
=qθmθx + qzmzx + h(mθ,mz,mθx,mzx)

=
1

2

[
− q2

θ

m2
` − m2

z

− q2
z

m2
`

(m2
` − m2

z) +
2m`m`xmzqz

m2
`

+ m`
2
x

+ d1m
2
` cos2 mθ + d2m

2
` sin2 mθ + d3m

2
z

+ 2Ω1m` cosmθ + 2Ω2m` sin mθ + 2Ω3mz] (21)

and has partial derivatives

δS

δmθ

= m2
`(d2 − d1) sin mθ cos mθ + m`(Ω2 cos mθ − Ω1 sin mθ),

δS

δmz

=
q2
zmz + qzm`m`x

m2
`

− mzq
2
θ

(m2
` − m2

z)
2

+ d3mz + Ω3,

δS

δqθ

= − qθ

m2
` − m2

z

,

δS

δqz

=
−qz(m

2
` − m2

z) + mzm`m`x

m2
`

.

The multisymplectic structure has form (15) in coordinates z = (mθ,mz, qθ, qz)
T

with

K =




0 −1 0 0

1 0 0 0

0 0 0 0

0 0 0 0




, L =




0 0 −1 0

0 0 0 −1

1 0 0 0

0 1 0 0




. (22)

The two-forms associated with K and L satisfy the conservation law (16).

The energy and momentum conservation laws for the Landau-Lifshitz equation
in these coordinates are given by (9) and (10) with

e = S +
1

2
(qθxmθ − mθxqθ + qzxmz − mzxqz)

f = −1

2
(qθtmθ − mθtqθ + qztmz − mztqz)

a = −1

2
(mzxmθ − mθxmz)

b = S +
1

2
(mztmθ − mθtmz).

For numerical computations, the coordinates (6) are impractical because mθ

is undefined for mz = ±m`. Alternatively, we can derive a multisymplectic
form for the LLE in Cartesian coordinates with a constraint. We rewrite the
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action density L in terms of Cartesian coordinates using (6). To preserve the
spin length, we add it as a constraint with Lagrange multiplier Λ

L = m3

m2tm1 − m1tm2

m2
1 + m2

2

− 1

2

(
|mx|2 + m · Dm + 2Ω · m

)
+ Λ(|m|2 − m2

`).

Define qj = ∂L/∂mjx = −mjx, j = 1, 2, 3 and the multisymplectic Hamilto-
nian becomes

S(m,q) =
1

2
(|q|2 + m · Dm + 2Ω · m) − Λ(|m|2 − m2

`). (23)

The configuration variable z = (m1,m2,m3, q1, q2, q3, Λ)T , and the structure
matrices K(z) and L are

K(z) =




K1(m) 0 0

0 0 0

0 0 0




, L =




0 I3 0

−I3 0 0

0 0 0




, (24)

where

K1(m) = (m2
1 + m2

2)
−1




0 0 −m2

0 0 m1

m2 −m1 0




.

To check the closedness of the symplectic operator K(z), consider the two-form

κ(U,V) = V3 tan−1 U2

U1

, (25)

Locally determine orthonormal coordinates such that z1 and z2 are not both
zero, define a one-form α(z)V = κ(z,V), i.e. α(z) = (0, 0, tan−1[z2/z1]), and

check that K(z)ij = ∂αj

∂zi
− ∂αi

∂zj
.

The equations of motion are

K1(m)mt + qx = Dm + Ω − 2Λm (26)

−mx = q (27)

0 = |m(x, t)|2 − m`(x, 0)2. (28)

Premultiplying (26) with m̂ (cf. 5) gives, for the first term,

m × K1(m)mt =




−m1m3m3t−m1m2m2t+m2

2
m1t

m2

1
+m2

2

−m2m3m3t−m2m1m1t+m2

1
m2t

m2

1
+m2

2

m2

1
m3t+m2

2
m3t

m2

1
+m2

2




= mt, (29)
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where the second equality follows upon substitution of the time derivative of
the constraint (28), i.e. m1m1t+m2m2t+m3m3t = 0. Furthermore, m×2Λm =
0, and substitution of (27) for q in (26) gives (1).

In the next section we turn to the numerical approximation of (26)–(28). We
would just mention again that although the above formulation requires the
use of local coordinate charts to handle the case m1 = m2 = 0, the methods
to be developed in the next two sections are globally defined.

4 Standard semi-discretization

Two different approaches to a discrete numerical analog of multisymplectic
structure are: that due to Marsden et al. [15,13], which rests on the discretiza-
tion of the variational formulation, and that due to Reich [25,3], which focuses
on the Hamiltonian side. In this paper we will consider the latter approach.

In this section we show that the standard spatial discretization of the LLE
gives a semi-discrete multisymplectic PDE. Let us introduce a uniform grid
with grid-spacing ξ, xi = iξ, and approximations mi(t) ≈ m(xi, t), qi(t) ≈
q(xi, t). Also define forward and backward difference operators

δ+
x zi =

zi+1 − zi

ξ
, δ−x zi =

zi − zi−1

ξ
.

We isolate the spatial derivative terms in (26)–(28) and discretize using sym-
plectic Euler differencing [9] to obtain

δ+
x qi = Dmi + Ω − 2Λmi − K1(m

i)mi
t (30)

−δ−x mi = qi. (31)

This system of differential equations satisfies a semi-discrete multisymplectic
conservation law extending the result of [25], in which constant K and L were
considered. To see this, define zi = (mi

1,m
i
2,m

i
3, q

i
1, q

i
2, q

i
3, Λ

i)T , and let s ∈ S1

parameterize a closed curve in phase space.

For κ from (25) one finds the identity

∂tκ(zi, zi
s) = ∂sκ(zi, zi

t) − zi
s · K(zi)zi

t. (32)

Define a discrete two-form λ̄ associated with the spatial operator L by

λ̄(zi−1, zi) = mi−1 · qi.
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It is easily checked that

δ+
x λ̄(zi−1, zi

s) = ∂sλ̄(zi, δ+
x zi)− zi

s ·Lδ±x zi, where δ±x zi =




δ−x mi

δ+
x qi


 . (33)

Summing (32) and (33) and integrating around S1 gives
∮

∂tκ(zi, zi
s)+δ+

x λ̄(zi−1, zi
s) ds

=
∮

[κ(zi, zi
t) + λ̄(zi, δ+

x zi)]s − [zi
s · K(zi)zi

t + zi
s · Lδ±x zi] ds

= −
∮ ∂S

∂s
ds = 0,

which via Stokes theorem yields a semi-discrete conservation law [2].

This spatial discretization also retains a semi-discrete analog of the local en-
ergy conservation law (9), namely:

ei
t + δ+

x f i = 0, ei =
1

2

(
−(ui)2 + mi · Dmi + 2Ω · mi

)
, fi = mi−1

t · ui.

For a given temporal discretization, the error in local energy conservation can
be estimated by the residue, defined as

ri,n = δ+
t ei,n + δ+

x f̄ i,n, f̄ i,n = δ+
t mi−1,n · ui,n. (34)

Simply substituting the relation (31) into (30) for qi, pre-multiplying by m̂i

and inserting the time derivative of the constraint |mi(t)|2 = |mi(0)|2 as in
(29) gives the semi-discretized equation

mi
t = mi ×

[
1

ξ2
(mi+1 − 2mi + mi−1) + Dmi + Ω

]
, (35)

which is globally defined. This system (with ξ = 1) and its higher dimensional
generalizations are referred to as the Lattice Landau-Lifshitz equation [5]. It
comprises a Hamiltonian ODE with Hamiltonian

H =
1

2

∑

i

1

ξ2
|mi+1 − mi|2 + mi · Dmi + 2Ω · mi (36)

and a Poisson structure (5) with block-diagonal form

B(m) =




. . .

m̂i

. . .




. (37)
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Symplectic and time-reversible integrators for (35) were considered in [7]. A
symplectic integrator for the isotropic case D = I3 was derived by splitting the
sum in (36) according to odd and even i, such that the dynamics generated by
Hodd and Heven are exactly solvable. Since the exact flow map is symplectic for
any Hamiltonian and the composition of symplectic maps is symplectic, the
overall method is symplectic. Such splitting methods can be made symmetric,
and higher order methods can be contrived [19]. A more efficient method was
also derived, based on even-odd splitting of the domain. The resulting scheme
is not symplectic, but time-reversible, and conserves the energy (36) exactly in
the isotropic case. Also considered was the implicit midpoint rule (IM), which
for this problem is also not symplectic, but is time-reversible and exactly
energy conserving. Due to its implicitness, the IM scheme is suitable for use
in very fine discretizations, where the explicit methods suffer from a stability
restriction on the stepsize.

Another, possibly better, explicit splitting method is based on a three-term
splitting of the Hamiltonian into m1, m2 and m3 contributions:

H = H1 + H2 + H3, Hj =
1

2

∑

i

1

ξ2
(mi+1

j − mi
j)

2 + dj(m
i
j)

2 + 2Ωjm
i
j.

The dynamics generated by H1, for example, are

∂t




mi
1

mi
2

mi
3




=




0 −mi
3 mi

2

mi
3 0 −mi

1

−mi
2 mi

1 0







∂H1

∂mi
1

0

0




=




0

∂H1

∂mi
1

mi
3

− ∂H1

∂mi
1

mi
2




,

which is easily solved to give a rotation about the m1 axis. The dynamics due
to H2 and H3 are analogous. Let Φτ,j represent the solution operator for the
dynamics due to Hj over an interval τ . The symmetric composition method

mn+1 = Φτ/2,1 ◦ Φτ/2,2 ◦ Φτ,3 ◦ Φτ/2,2 ◦ Φτ/2,1m
n (38)

is second order and symplectic [19]. This method has been used by a number of
authors to integrate the Euler rigid body equations (see, e.g., [18]). Its main
advantages over the methods of [7] are that it is both fast and symplectic
(though not exactly energy conserving), and it allows a uniform treatment of
anisotropy.

To understand how this splitting fits into the multisymplectic framework, de-
fine a decomposition L = L1 + L2 + L3 of the spatial symplectic operator,
with the nonzero components of Lj given by (Lj)j,j+3 = 1 = −(Lj)j+3,j,
and associated symplectic 2-form λ̄j. Similarly, let Sj(z) = 1

2
(q2

j + djm
2
j +

2Ωjmj) − Λ(|m|2 − m2
`). Then the split flows K(zi)zi

t + Ljδ
±

x zi = Sj(z
i) are

solved consecutively and exactly in time, yielding a sequence of semi-discrete

12



multisymplectic conservation laws

∂tκ(dzi
j , dz

i
j) + δ+

x λ̄j(dz
i−1
j , dzi

j) = 0, j = 1, 2, 3,

analogous to (16), where the differential dzj solves the variational equation
associated with the jth flow. Summing these relations across the grid with
periodic boundary conditions shows that each split timestep is globally sym-
plectic, implying that the composite time integrator is globally symplectic,
however it is not clear to what extent the composition may be interpreted
as a local conservation law of symplecticity in the sense of [3]. There exist
splittings that clearly preserve local conservation, but these are restricted to
Hamiltonian splittings for which the identity (27) remains intact, which for the
LLE essentially means solving the exact dynamics. Besides splitting, other op-
tions for obtaining symplectic integrators for the structure (37) include seeking
a global transformation to canonical form or Lie group integrators [9]. Recent
papers on Lie group integrators for Landau-Lifshitz equations are [11,14].

Instead, in the next section we will drop the requirement of multisymplecticity
and focus on the energy conservation law.

5 Box scheme discretization

Bridges and Reich [3] proposed the multisymplectic box scheme and showed
that it preserves discrete energy and momentum conservation laws analogous
to (9)–(10) for multisymplectic PDEs with quadratic Hamiltonians. For con-
stant symplectic operators K and L, such PDEs are linear. For the LLE the
box scheme is no longer symplectic in time, i.e. it is not a Poisson map for
the symplectic operator K(z) of (24). However, since the Hamiltonian (23)
is quadratic and L is constant, a discrete energy conservation law still holds.
The discrete momentum law is also lost due to the nonlinearity of K(z).

Let zi,n ≈ z(xi, tn) and define, for an arbitrary function f , the average and
difference operators

µxz
i,n =

1

2
(zi+1,n + zi,n), δxz

i,n =
1

ξ
(zi+1,n − zi,n),

µtz
i,n =

1

2
(zi,n+1 + zi,n), δtz

i,n =
1

τ
(zi,n+1 − zi,n),

all of which mutually commute. Using these definitions, a discrete chain rule

13



holds for bilinear forms β(v,w):

β(δxv
i, µxw

i) + β(µxv
i, δxw

i)

=
1

2ξ
[β(vi+1,wi+1) + β(vi,wi+1) − β(vi+1,wi) − β(vi,wi)

+ β(vi+1,wi+1) − β(vi,wi+1) + β(vi+1,wi) − β(vi,wi)]

=
1

ξ
[β(vi+1,wi+1) − β(vi,wi)]

=δxβ(vi,wi). (39)

The same relations hold for µt and δt.

Consider the multisymplectic form with nonconstant temporal symplectic op-
erator and quadratic function S(z) = 1

2
z · Az:

K(z)zt + Lzx = Az.

The box scheme discretization for this system is

K(µxµtz
i,n)δtµxz

i,n + Lδxµtz
i,n = Aµxµtz

i,n.

Computing the inner product of this expression with δtµxz
i,n, and using the

skew-symmetry of K(z), we obtain

δtµxz
i,n · Lδxµtz

i,n = δtµxz
i,n · Aµxµtz

i,n.

The left side of this equation is, using (39) and skew-symmetry of L,

δtµxz
i,n · Lµtδxz

i,n =
1

2
δt(µxz

i,n) · Lµt(δxz
i,n) +

1

2
µx(δtz

i,n) · Lδx(µtz
i,n),

=
1

2
δx(δtz

i,n · Lµtz
i,n) − 1

2
δxδtz

i,n · Lµxµtz
i,n

+
1

2
δt(µxz

i,n · Lδxz
i,n) − 1

2
µxµtz

i,n · Lδxδtz
i,n,

=
1

2
δt(µxz

i,n · Lδxz
i,n) +

1

2
δx(δtz

i,n · Lµtz
i,n),

and the right side is, using (39) and symmetry of A,

δtµxz
i,n · Aµxµtz

i,n =
1

2
δt(µxz

i,n · Aµxz
i,n).

Combining the last two relations gives the desired discrete energy conservation
law

δt(µxz
i,n · Lδxz

i,n − µxz
i,n · Aµxz

i,n) + δx(δtz
i,n · Lµtz

i,n) = 0. (40)
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For the specific case (26)–(28) discretization with the box scheme gives

K1(µtµxm
i,n)δtµxm

i,n + δxµtq
i,n = Dµtµxm

i,n + Ω − 2Λµtµxm
i,n (41)

−δxµtm
i,n = µtµxq

i,n (42)

0 = |µtµxm
i,n|2 − m`(xi + ξ/2, 0)2. (43)

For a numerical implementation of (41)–(43), we premultiply (42) by δxµ
−1
x

and substitute into (41) to eliminate qi,n. We then premultiply both sides by

µtµxm̂i,n and substitute the discrete derivative of (43) as in the continuous
case. Because (43) enforces the spin length constraint at xi + ξ/2, we prefer
to work with the spatially averaged spin m̄i,n = µxm

i,n, for which the method
becomes

δtm̄
i,n = µtm̄

i,n × [(δxµ
−1
x )2µtm̄

i,n + Dµtm̄
i,n + Ω],

which is an implicit midpoint update. The operator µ−1
x exists for periodic

boundary conditions and number of gridpoints N odd. For N even, µx can be
inverted up to the alternating grid sequence using the pseudoinverse.

6 Numerical verification

In this section, we provide a preliminary evaluation of the new methods on
the basis of numerical experiments.

All numerical experiments utilize the soliton solution to the LLE published by
Tjon & Wright [26]. The soliton is defined, for the anisotropic LLE (D = I),
by

m1(η) = sin θ(η) cos φ(η), m2(η) = sin θ(η) sin φ(η), m3 = cos θ(η),

where η = x − x0 − V t and

cos θ(η) = 1 − 2b2sech2(b
√

ωη), (44)

φ(η) =
1

2
V (x − x0) ± tan−1



(

b2

1 − b2

)1/2

tanh(b
√

ωη)


 , (45)

and the parameters V , ω, and b satisfy V 2/(4ω) = 1− b2. V is the translation
speed of the soliton, b determines its size, and the sign ± in (45) should agree
with that of V . With the external magnetic field given by Ω = (0, 0, Ω3)

T ,
the parameter ω in (44)–(45) satisfies ω = Ω3 + ω0, with ω0 determining the
relative phase of m1 and m2. These equations describe a right-running wave
for positive V and a left running wave for negative V . The function 1−m3(η)
is a “pulse” centered at η = 0. The soliton solution is defined on the whole
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real line, but we have truncated it and use periodic boundary conditions on a
domain of length 48π.

To simulate a two-soliton collision we chose parameters

V1 = 0.5, b1 = 0.8, V2 = −0.8, Ω3 = ω2 = ω1,

for which b2 = 0.28. The two solitons were initially located at x1 = 12π and
x2 = 36π.

The LLE was discretized on a grid with N grid points and periodic boundary
conditions using the splitting method (38) and the box scheme (41)–(43).
The methods were implemented in Matlab, and for the box scheme Newton
iterations were done at time level n + 1 using the Jacobian from time level n,
until convergence of the residue to 10−13 in the maximum norm.

Figure 1 illustrates the dynamics of the pulse-like component 1−m3 through
approximately one period of motion ([0, 300]) of the slow soliton, computed
using the splitting method at grid resolution N = 600.
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Fig. 1. Collision of two solitons computed with the splitting method (N = 600,
τ = 0.01).

To more clearly distinguish the features of the two methods, a poorly resolved
discretization on N = 100 grid points was simulated over the same time in-
terval. Figure 2 illustrates the comparison. The solution obtained with the
splitting method exhibits a small lag in group velocity compared to the more
accurate solution in Figure 1. The box scheme has a more severe, accelerated
group velocity: at the current grid resolution, the slow soliton evolves through
approximately 1.5 periods. Comparing the quality of the two solutions, the
splitting method is smoother but tends to deteriorate as the integration pro-
gresses, and appears to support some small reflected waves emanating from
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the collision. With the box scheme, especially the small soliton is very poorly
resolved for this grid size, but appears to stabilize before the first collision. No
reflections are observed.
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Fig. 2. Collision of two poorly resolved solitons computed with the splitting method
(left) and box scheme (right), N = 100, τ = 0.3.

We also carried out a long simulation through more than 50 collisions to
compare the global conservation properties of the two methods. Using a mesh
with N = 150, both methods were integrated with τ = 0.2 on an interval
[0, 6000]. Figure 3 shows the relative changes in total momentum and total
energy. Both quantities were well-conserved by the splitting method. For the
box scheme the total energy is exactly conserved up to truncation error of
the Newton iteration. For the given tolerance (10−13) there is a small drift of
magnitude 10−11. Total momentum is not exactly conserved, but the peaks in
momentum error with the box scheme are smaller by a factor 10 than those
obtained with the splitting method.

The conservation of total energy for the box scheme is a consequence of the
exact preservation of the discrete local conservation law (40) under periodic
boundary conditions. We also estimate the error in local energy conservation
incurred by the splitting method by plotting the absolute value of the residue
(34) in Figure 4 for N = 300. From the figure it is evident that the residue
is largest near the solitons, and that the peaks observed in Figure 3 are ac-
companied by larger local residues near collisions, but that there are small
peaks in the quiescent regions as well. The change in total energy, obtained
by summing the ri,n over i, is an order of magnitude smaller than the local
quantity due to cancellation of positive and negative contributions. As τ tends
to zero, the amplitudes of the peaks in Figure 4 converge to zero.
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Fig. 3. Relative change in total momentum (top) and total energy (bottom) for
a long simulation of 50 soliton collisions, splitting method (gray) and box scheme
(black), N = 150, τ = 0.2, T = 6000.
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Fig. 4. Residue in local energy conservation law (34) for the splitting method.
N = 300, τ = 0.05.

7 Conclusions and extensions

In this paper we have generalized the idea of multisymplectic structure to the
nonlinear case of the Landau-Lifshitz equation. Motivated by this structure we
have proposed a new box scheme discretization which, though not multisym-
plectic, does retain a discrete energy conservation law. We have also shown
that the standard discretization leads to a semi-discrete multisymplectic PDE,
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which in turn can be discretized in space using a globally symplectic splitting
method.

The methods presented both give good behavior for soliton collisions. The
splitting method is globally symplectic and very fast. The box scheme satisfies
the discrete analog of the implicit energy conservation law, implying exact
global energy conservation, and appears to conserve total momentum better
as well. The implications of local energy conservation need to be investigated
further.

In micromagnetics applications, the LLE is often coupled with an external
field satisfying Maxwell’s equations [6]. These equations also have a simple
multisymplectic structure, suggesting a unified approach. Maxwell’s equations
are, for E the electric field and B the magnetic induction,

Bt = ∇× E, −Et = ∇× B, ∇ · B = ∇ · E = 0.

Writing zT = (ET ,BT ), Maxwell’s equations assume the three-dimensional
multisymplectic structure Kzt + L1zx + L2zy + L3zz = 0 with

K =




0 I

−I 0


 , Lj =



σj 0

0 σj




σ1 =
[

0 0 0
0 0 −1
0 1 0

]
, σ2 =

[
0 0 1
0 0 0
−1 0 0

]
, σ3 =

[
0 −1 0
1 0 0
0 0 0

]
.

Both the box scheme and the symplectic Euler discretization could be ap-
plied here, and the box scheme would satisfy discrete conservation laws of
symplecticity and energy as well as momenta in 3 directions.
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