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Explain to you how the adaptive immune system works:

to highlight its complexity features.

Whenever possible I will use equations.

Ask the question how one should model such a system.

Show an example of host-pathogen co-evolution

(that is typically studied with ODEs).

For that I even need some epidemiology.
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Lymphocyte dynamics (modeling deuterium labeling) 
life spans of naive and memory T cells

Lymphocyte migration (quantifying 2PM videos)  
http://2ptrack.net/: Motilitylab.

Epitope identification (NetMHCpan)
predict pMHC complexes of HIV and cancers

T cell repertoire sequencing (diversity): RTCR
bioinformatic pipeline with superior recall and precision
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The immune system is a distributed complex system 
taking decisions on how to respond to molecular 
patterns in its environment (mango vs cholera).

It memorizes these decisions specifically.
It uses a large array of random detectors.

It protects its host to rapidly evolving pathogens.

During immune responses we see rapid biological 
evolution on a time scale of weeks
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Diversity of TCR repertoire and polymorphism of MHC

Lymphocyte receptors are made by randomly assorting gene segments 

and deliberate random mutations: 

diversity of potential receptors (1020) >> number of genes (104)

Each circulating T cell is a random detector expressing a unique 
receptor.

After stimulation lymphocytes adopt a particular memory phenotype.

MHC molecules presenting the peptides to these receptors are 
polymorphic:

thousands of alleles in the population.

We all sample different peptides from the same pathogen.

Due to a rare allele advantage: its is good to be different
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Immune responses develop in draining lymph nodes

Dendritic cells (DC) scan 
peripheral tissues, and migrate to 
draining lymph nodes to present 

their antigens.  

Millions of different naive T cells 
migrate through lymph nodes, and 

bind these DC.  

Only 1:100000 T cells will 
become activated, expand, and 
emigrate as effector cells that 

move back to the inflamed tissues. 
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Figure 1.

 

 Migratory Routes of T Cells.
Naive T cells home continuously from the blood to lymph nodes and other secondary lymphoid tissues. Homing to lymph nodes
occurs in high endothelial venules (HEV), which express molecules for the constitutive recruitment of lymphocytes. Lymph fluid
percolates through the lymph nodes; the fluid is channeled to them from peripheral tissues, where dendritic cells collect antigenic
material. In inflamed tissues, dendritic cells are mobilized to carry antigen to lymph nodes, where they stimulate antigen-specific
T cells. On stimulation, T cells proliferate by clonal expansion and differentiate into effector cells, which express receptors that
enable them to migrate to sites of inflammation. Although most effector cells are short-lived, a few antigen-experienced cells sur-
vive for a long time. These memory cells are subdivided into two populations on the basis of their migratory ability
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: the so-called
effector memory cells migrate to peripheral tissues, whereas central memory cells express a repertoire of homing molecules similar
to that of naive T cells and migrate preferentially to lymphoid organs. The traffic signals that direct effector and memory cells to
peripheral tissues are organ-specific (for example, molecules required for migration to the skin differ from those in the gut). They
are modulated by inflammatory mediators, and they are distinct for different subgroups of T cells (for example, type 1 and type 2
helper T cells respond to different chemoattractants).
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Lymphocyte receptors are made randomly by 
(VDJ) recombination and mutation

A first model (DeBoer.prsl93)

S number of self epitopes evoking tolerance (105)
R0 potential repertoire (before tolerance)
R “functional” repertoire after tolerance (> 108)
p lymphocyte recognition probability (precursor frequency)

Probability of responding to foreign epitope:

Pi = 1� (1� p)R

where

R = R0(1� p)S

Accommodates two problems: recognition and deletion.
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R0 = 109

S = 105

The “optimal” specificity

We had

Pi = 1� (1� p)R0(1�p)S

This probability of responding, Pi, has its maximum at

p =
1

S
⇥ 10�5

Thus specificity seems determined by number of self epitopes
(DeBoer.prsl93,Whitaker.jtb93,Nemazee.it96,Borghans.ji99).

14

Receptors have to specific to avoid massive deletion [De Boer, Perelson, Borghans, 1993, 1999]

Optimize (Pi’=0):

107 9-mers, 
1% on MHC



Let me introduce the pathogen: HIV
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Slow decline of CD4+ T cells: AIDS due to loss of immunity

Fairly stable viral setpoint for many years: time to AIDS 

B-cell lymphoma [12,15]. Further, AIDS patients on 
HAART live longer when they are heterozygous for the 
CCR5-∆32 mutation, due to faster HIV viral load sup-
pres sion, and progress to AIDS more slowly than CCR5+/+ 
patients on HAART (Figure 1c) [16]. It is clear that latent 
HIV continues its pathogenesis in these patients, even in 

the presence of effective anti-retroviral treatment. We 
therefore need to develop better AIDS therapies.

CCR5 in clinical practice
Individuals homozygous for CCR5-∆32 seem to be 
relatively healthy into advanced age, suggesting that 

Box 1. The stages of AIDS progression

AIDS is one of the most intensively studied diseases in history, providing not only a rich description of the steps in steady progression 
to immune collapse and death, but also discrete stages that can be investigated for host genetic influence. The process begins when 
a person becomes exposed to HIV-1, which can occur through sexual contact with an infected partner, intravenous injection with 
contaminated needles used to deliver addictive drugs, or receipt of contaminated blood or blood products (for example, clotting Factor 
VIII and IX in the case of hemophiliacs). Once an individual becomes infected, HIV-1 seeks out and overtakes CD4-bearing T-lymphocytes 
to produce a struggle between viral production (tracked as the viral load – the virus titer in circulating blood) and immune defenses that 
struggle to control viral proliferation in the beginning weeks. With more than 1 billion new HIV copies produced each day by an acutely 
infected person, and with new mutational variants arising at a rate of one every second virus copy, immune control is no mean feat. 
Nonetheless. in most infected people the viral load settles to a chronic plateau level, which varies among individuals from 1 x 103 to 1 x 105 

virions/ml (known as the viral set point). Over time the virus gradually destroys the CD4 lymphocytes and the blood count drops to below 
200 CD4+ cells/mm3. The time in which CD4 cell depletion occurs can vary from within a year of infection to more than 20 years later, with 
the mean time at approximately 10 years post infection. Once the CD4 cell counts drop, the patients succumb to a variety of normally 
innocuous infections (Candida, Pneumocystis carinii, cytomegalovirus, herpes, tuberculosis and others) and to rare cancers such as Kaposi’s 
sarcoma and B cell lymphomas. If left untreated, these infections and cancers almost invariably lead to death.

In 1996, a powerful triple drug anti-retroviral therapy was initiated and offered a milestone in AIDS treatment and prognosis. In most 
patients receiving this treatment, known as highly active anti-retroviral therapy (HAART), the viral load drops to below detectable levels. 
As promising as these treatments became, there were caveats. Many people (20 to 40%) do not tolerate the drugs and develop adverse 
reactions. The treatment does not clear HIV from many tissues, and suspension of treatment therefore invariably results in viral load 
rebound in the blood. Last, in spite of viral replication repression, there is still slow viral-induced pathology and so many patients continue, 
albeit more slowly, to progress to AIDS and death.

Genetic researchers noted epidemiological differences in four principal stages: (1) HIV acquisition of infection; (2) the rate of progression 
to AIDS among HIV-infected individuals; (3) the nature of the AIDS-defining condition displayed; and (4) the outcome of HAART, viral load 
suppression, adverse events and AIDS progression post-treatment [5-10] (Table 1). Case–control and survivor analyses (in the form of Cox 
proportional hazards models) parsed into alternative SNP alleles or genotypes allow for statistical comparison for differences in patient 
populations that exhibit better or worse outcome for each stage, leading to gene/SNP association.

Source: An and Winkler [5], reproduced with permission.

O’Brien and Hendrickson Genome Biology 2013, 14:201 
http://genomebiology.com/2013/14/1/201
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CD4 loss: 50-100 cells/year



HIV life cycle

CD4+ T cell
108 in 5x1011

Konstantinov Science 2011



Viral dynamics during chronic phase inferred by modeling

Nature 1995
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Determine life span of infected cells from treatment data

Treatment:

Death rate δ is estimated from 
down-slope during therapy 

Generation time of 1-2 days!

Ho and Perelson, Nature 1995, Science 1998
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Epidemiology: HIV-1 set-points vary orders of magnitude

infection by a flexible parametric model described in Methods.
The model describes the change in the mean duration as a
function of viral load and also allows for variability in the
duration, given a value of the set-point viral load. The best-fit
model is shown in Fig. 2. This demonstrates a pattern of decline
in the duration of asymptomatic infection with increasing viral
load with, as expected, more uncertainty in the estimates for
atypically high or low viral loads. Estimates of the mean duration
of asymptomatic infection range from 15.6 years [95% confi-
dence interval (c.i.), 9.4–31.3] for a set-point viral load of 1,000
viral copies per milliliter, through 9.7 years (95% c.i., 7.7–12.9)
for 10,000 copies, 4.9 years (95% c.i., 4.1–6) for 100,000 copies,
to 2.1 years (95% c.i., 0.9–3.7) for 1 million copies. Because these

estimates rely on the use of parametric forms to extrapolate to
extreme viral loads, we tested the use of a very general survival
function, the generalized gamma distribution, but this did not fit
the data significantly better (P ! 0.95). We also considered
allowing for the possibility that the mean duration could plateau
to a low nonzero value at high viral loads, but this also failed to
significantly improve the fit (P ! 0.18) [see Methods and Methods
in supporting information (SI) Text].

Infectiousness and Viral Load. Several studies have empirically
estimated the rates of HIV transmission in stable heterosexual
partnerships as a function of HIV-1 load (6, 7). Because these
studies have focused on demonstrating the significance of the
association rather than the functional relationship, we reana-
lyzed the data from the Zambian study (7), using a flexible
parametric function to describe the dependence of the annual
transmission rate within a partnership on viral load. The best-fit
model, along with 95% confidence intervals, is plotted in Fig. 3A.
Notably, we find that the transmission rate tends to reach a
plateau at high viral loads. To confirm that this was not an
artifact of our parametric assumptions, we plot the directly
inferred transmission rate for eight groups of subjects classed in
increasing octiles of viral load in Fig. 3B, where it is clearly seen
that there is no trend for increasing transmission between the top
five octiles. Estimates of the annualized transmission rate within
a stable long-term discordant partnership range from 0.02 year"1

(95% c.i., 0.001–0.084) for a set-point viral load of 1,000 viral
copies per milliliter, through 0.132 year"1 (95% c.i., 0.08–0.223)
for 10,000 copies, 0.279 year"1 (95% c.i., 0.223–0.343) for
100,000 copies, to 0.313 year"1 (95% c.i., 0.233–0.471) for 1
million copies. Fig. 3A also shows the transmission rate inferred

Fig. 1. The distribution of set-point viral loads. The distribution of viral loads
(copies per milliliter of peripheral blood) is plotted for untreated individuals
in the Amsterdam Seroconverters Cohort (black bars) and the Zambian Trans-
mission Study (7) (gray bars). The bars represent bins 0.5 log10 wide and are
labeled by their midpoint viral load.

Fig. 2. Set-point viral load and duration of asymptomatic infection. The
mean duration, in years, of the asymptomatic stage of infection is estimated
as a function of viral load. (A) Best-fit and 95% confidence interval estimates
are shown. (B) To ascertain the goodness of fit, Kaplan–Meier survival plots for
the asymptomatic period are shown for patients grouped into quartiles of
viral load (jagged lines, with crosses showing censored patients), along with
model predictions (smooth lines).

Fig. 3. Set-point viral load and infectiousness. The transmission rate per year
within a stable discordant partnership is estimated as a function of viral load.
(A) Best-fit and 95% confidence interval estimates of the transmission rate
based on a parametric model fitted to the data of ref. 7. The data from the
Rakai study (6) are shown for comparison (dashed line). (B) We also plot the
transmission rate as a function of the geometric mean viral load for subjects
grouped into ascending octiles of viral load for these data. This shows strong
evidence for saturation of the transmission rate at high viral loads.

17442 ! www.pnas.org"cgi"doi"10.1073"pnas.0708559104 Fraser et al.

Amsterdam
Zambia

Fraser et al. PNAS 2007

Partly due to host factors (MHC) & Δ-32 deletion in CCR5
Partly due viral factors: heritability & crippling mutations

Major unresolved problem in HIV research



Is the HIV-1 set-point optimized for transmission?

Fraser et al. PNAS 2007, Science 2014

Classical trade-off between virulence and transmission

complex statistical model trained on many in vitro
measurements and then demonstrated correla-
tion with SPVL (24, 28).

Another study reported that the main feature
distinguishing “elite controllers” (individuals
who do not progress to AIDS despite decades
without treatment) was that they were infected
by very unfit viruses, with low RC (20). It ap-
pears that the low fitness of the initial infecting
viruses was the only factor the elite controllers
had in common. Mutations found in some of the
low-fitness viruses included drug-resistance mu-
tations as well as escape mutations from HLA-
B57 and homologs (HLA-B57 is one of the human
genotypes most consistently associated with slow
progression to AIDS). Escape mutations with
low RC are likely to evolve within a host when the
selection pressure exerted by the immune system
is stronger than intrinsic selection for increasing
RC. However, only 4 out of 20 elite controllers in
(26) carried HLA-B57 genes or homologs, where-
as 6 out of 20 acquired HLA-B57 escape mu-

tations from their infectors. Another study showed
that viral escape mutations from protective HLA
reduce SPVL, not just in the patient carrying the
protective HLA but also in those who are in-
fected by these individuals and who do not harbor
that particular HLA type (29). Even when these
unfit viruses acquired compensatory mutations
that increase RC during the course of an infec-
tion, an increase in viral load was not always
observed (26). This latter finding, that later re-
version of costly mutations present in early in-
fection does not lead to increased viral load, can
be explained if events taking place early in an
infection are disproportionately important deter-
minants of SPVL—that is, if it is initial infection
with an unfit low RC virus, rather than maintain-
ing this viral genotype during the whole course
of infection, that results in a low SPVL.

The second category of viral virulence deter-
minants that might influence viral load are factors
inducing CD4+ T cell activation because activa-
tion of CD4 cells is a prerequisite for rendering

cells permissive to infection (30, 31). Most pro-
minently, nef (32) but also vpr (33), tat (34), and
env (35) have been implicated in modulating T
cell activation. Because CD4+ T cell activation
correlates with viral load (36), these viral genes
may have an effect on viral load.

Trade-Offs and Population-Level
Evolution of Virulence
Not only is viral load the most widely used
prognostic indicator of disease progression, but
it is also positively correlated with infectious-
ness (Fig. 1C) (7). This results in an evolution-
ary trade-off for the virus so that if there is a
low SPVL, there will be more time for onward
transmission before the host dies, but the prob-
ability of transmission per contact will be low.
If a higher SPVL establishes, then there will
less time for onward transmission, but the prob-
ability of transmission per contact will be higher.
In the face of such a trade-off, natural selection
should favor pathogen strains that maximize the
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Fig. 1. The evolutionary epidemiology of viral load. (A) The typical
pattern of viral load in untreated HIV-1 infection, with a very high peak during
the first weeks of infection and a gradual increase in the late stages of infec-
tion. During asymptomatic infection, viral loads are often relatively steady,
fluctuating around the SPVL. (B) The distribution of SPVL in a cohort of patients
infected with subtype B virus. The distribution is similar across populations and
across viral subtypes (70). The log-scale is shown on the x axis, which demon-
strates variability over orders of magnitude. To illustrate the extraordinary
extent of this variability, shown in the inset plots are simulated viral density in
5 mL of peripheral blood for two values at either side of the distribution of viral
load; thus, viral load is a strong predictor of both infectiousness and rate of
progression to disease. The distribution of SPVL was previously described with
(7), and we have updated this to include SPVL data from 2015 seroconverters
in the cohort (with kind permission from de Wolf and Reiss). (C) Infectiousness,

estimated within heterosexual couples, is shown in blue. The severity of in-
fection, estimated as the mean time from seroconversion to AIDS, is shown in
green [from (7)]. Lines show best fit, and filled areas show 95% confidence
intervals. (D) The transmission potential is a summary measure of the epi-
demiological “success” of an infection with given SPVL: It is the mean number
of expected secondary infections over the whole chronic and asymptomatic
infectious life span, estimated as the product of infectiousness and duration of
asymptomatic infection [from (C)]. The close agreement in between the op-
timal evolutionary strategy [labeled in (D)] and the distribution of viral loads
[plotted in (B)] suggested the hypothesis that the distribution of viral loads is
in fact the outcome of viral adaptation to maximize the transmission potential
(7). None of the calculations account for the effect of treatment. This is rea-
sonable for an evolutionary analysis because treatment has unfortunately only
become widely available in recent years.

21 MARCH 2014 VOL 343 SCIENCE www.sciencemag.org1243727-2

REVIEW



Set-point viral load is heritable

15

Following the phylogenetic and subtype analysis, the statistical
analyses were performed on 97 couples with moderate support for
transmission (Figure S4) and a subgroup of 29 couples who had
strong support for transmission.

Viral loads
The average log10 RNA viral load set-point was 4.39 log10 cps/mL

with values in the range 2.60 log10 cps/mL (the limit of detection) to
7.14 log10 cps/mL (Table 1). The average duration of follow up was
just under a year (352 days) and 3 viral load datapoints from which to
calculate set-point. Nearly half of individuals had only one valid viral

load datapoint (86 of 194, 44%). The majority of couples were infected
with subtype D viruses (63% of all individuals), with subtype A the
second most common subtype (12%) (Table 1). Amongst individuals
for whom GUD status was known, the majority were GUD negative,
across all groups, and no significant association was found between
GUD within couples (p = 0.14).

Viral load set-points of transmitting couples are presented in
Figure 2. This data is also presented as the distribution of
differences in viral load set-points, Figure S6.

When analysing the 97 couples with moderate support for
transmission, the couple effect (which tests whether viral load set-

Figure 2. Viral load set-point of index partner versus that of the secondary case in transmitting couples. Couples are stratified by male
to female transmission (green triangles), male to female transmission (blue circles) and unknown direction of transmission (red diamonds, plotted as
female against male viral load, since the index partner could not be identified). A Couples with moderate support for transmission (n = 97). B
Subgroup of couples with strong genetic support for transmission (n = 29, monophyletic and bootstrap $80%). Simple linear regression lines are not
shown since this was not the analysis performed.
doi:10.1371/journal.ppat.1000876.g002

Similar Viral Loads in HIV-1 Transmitting Couples

PLoS Pathogens | www.plospathogens.org 6 May 2010 | Volume 6 | Issue 5 | e1000876

Hollingsworth et al, PLoS Path. 2010

Ample heritability to allow 
for viral evolution

Fraser et al, Science, 2014

N couples Heritability Study (reference) Country, subtype(s) Adjustments

97 36% (6 to 66%) Hollingsworth et al. (17) Uganda, mostly A, D, and recombinants Age, sex, subtype, symptomatic genital
ulcer disease (GUD)

141 44% (19 to 69%) Lingappa et al. (18) Partners in Prevention (14 sites in East
and Southern Africa), diverse subtypes

Age, sex, subtype, sexually transmitted
infection, GUD, circumcision, hormonal

contraceptive use, source partner
characteristics

195 26% (8 to 44%) Yue et al. (19) Zambia, mostly C Age, sex, HLA, HLA sharing between
partners

433 33% (20 to 46%)
Overall summary

estimate (weighted by
standard error)

Box 1. Heritability quantifies the effect of viral genotype on SPVL.

In quantitative genetics, the heritability of a trait is the proportion of the
variance in the phenotypic value observed in a population that is attribut-
able to genotype (13). This measure indicates the importance of genetic
variation in shaping phenotypic variation. Recently, this concept has been
applied to infectious diseases: For HIV, the heritability of a phenotypic trait
(such as virus load) is the proportion of variance in this trait that is at-
tributable to viral genetic factors. Because SPVL is a feature of the natural
history as a whole, heritability of SPVL is defined with respect to the en-
semble of genotypes of viruses that infect and evolve within the host. The
simplest study design to measure heritability in SPVL is to look at the sim-
ilarity in trait values between individuals in couples in which transmission is
strongly suspected to have occurred (16–21). If SPVL is indeed heritable
from one infection to the next, there should be similarity between a “re-
cipient” and “donor” viral load. More technically, broad-sense heritability
(conventionally denoted h2) is estimated by the slope of the regression line
(r) of the recipient viral load on the donor viral load (supplementary ma-

terials). Estimates of r obtained by independent studies have been quite
consistent, despite differences in their presentation due to differences of focus:
Few studies have presented h2 as the key summary statistic. Estimates of h2,
adjusted for many confounders, are shown for several studies in Table 1. An
alternative design for estimating heritability, inspired by the phylogenetic
comparative method, is to use virus sequence data from each host to recon-
struct a phylogeny of infections and estimate the relationship between virus
genetic relatedness and SPVL (Fig. 3). On the basis of this approach, Alizon et al.
(15) found that up to 59% of variance could be explained by viral genotype.
Variation among heritability estimates obtained in different studies should
not necessarily be taken as an expression of the uncertainty of the individual
estimates because heritability is a measure that also depends on the pop-
ulation in which it is estimated (13). For example, a very low-diversity epi-
demic resulting from an explosive burst of transmissions would exhibit
lower heritability than would a high-diversity mature epidemic because of
low background diversity in genotypes against which to make comparisons.

Table 1. Summary of estimates of heritability of SPVL from transmission couples in sub-Saharan Africa, and overall aggregate
summary estimate. Studies reviewed here were selected as studies of transmission among heterosexual couples in sub-Saharan Africa.

Fig. 3. Phylogenetic proximity yields sim-
ilar values for heritable traits. Shown is
the phylogeny of HIV isolated from 134 Swiss
men who have sex with men with well-defined
SPVL (indicated by the color of tips). Heri-
tability is estimated by comparing phyloge-
netic proximity to similarity in SPVL (15).

21 MARCH 2014 VOL 343 SCIENCE www.sciencemag.org1243727-4

REVIEW

Viral factors accounting for variation never identified



Adaptation at the epidemic level is unexpected

Transmission events are separated by 
hundreds of generations where HIV-1 is 

evolving within a single host.

Within each host strains compete and evolve

Indeed HIV transmits quite poorly



Immunology: HIV rapidly accumulates 
immune escape mutations

Nature Reviews | Immunology
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The earliest T cell responses are often specific for Env 
and Nef 75,87. Responses to other viral proteins, includ-
ing the conserved Gag p24 and Pol proteins, tended to 
arise during later waves of T cell responses and may be 
more important for maintaining the viral load at the set 
point than for controlling early viraemia75,87,88. Often, the 
first T cell responses decline rapidly when the escape 
mutations are selected, or they may decline through 
exhaustion75,87. The loss of T cells after virus mutation 
implies complete loss of the epitope and no tendency 
for the virus to revert to the original sequence because 
of loss of fitness.

The finding that escape mutants appeared so rap-
idly raises questions regarding the effectiveness of the 
early T cell response. A mathematical model has pro-
vided some answers75. The rapid loss of the founder 
virus sequence and its replacement by escape mutant 
viruses implies complete CD8+ T cell-mediated inhi-
bition of virus production by infected cells. From the 
rate of loss of founder virus sequence, the fraction of 
cells killed per day was calculated to be 0.15–0.35 for 
the earliest T cell responses75. As a virus-infected cell 
has a lifespan of 1 day in vivo, this means that 15–35% 
of infected cells must be killed prematurely by a single 
T cell response, which must reduce virus production. 
Therefore, CD8+ T cells curb viraemia in acute HIV-1 
infection. However, selection of escape mutants would 

minimize this beneficial effect if the mutants were as fit 
as the founder virus and if the earliest responses were 
not immediately succeeded by new T cell responses to 
new (mutated) epitopes, which in turn may select fur-
ther escape mutants75 (FIG. 4). Ultimately, responding 
T cells target epitopes that are more highly conserved 
and in which escape occurs at a cost to the fitness of the 
virus. Such immunodominant responses to more highly 
conserved epitopes are more likely to result in a lower 
level of viraemia at the set point89. When a virus that 
has undergone such escape mutations is transmitted, its 
set point is also lower in the new host90. The level of set 
point viraemia is therefore influenced by the nature of 
the transmitted virus and the specificity of early CD8+ 
T cell responses. Immunodominant T cell responses to 
the more conserved immunodominant virus epitopes 
are likely to result in a lower viral set point89.

CD8+ T cells are also important for the maintenance 
of viral set point. There have been many reports of virus 
escape mutations from around the time the set point is 
reached30,32,84,85,91–99. Using the same mathematical mod-
els as described earlier, CD8+ T cells are thought to make 
only a small contribution (killing 4–6% of virus-infected 
cells per day) to infected-cell death during chronic 
infection100, the rest being due to virus cytopathicity or 
infected-cell activation. However, this may be an under-
estimate of the T cell contribution because of the fitness 

Figure 4 | Early T cell selection of virus escape mutations in acute HIV-1 infection. The virus escape mutations 
occurring in a single representative patient during acute HIV-1 infection. The changes in plasma virus load (a) and the 
emergence of amino acid changes (b) are shown. At the first time point, when the patient was virus positive but seronegative 
(Fiebig stage II), the founder virus (which was clade B) showed no evidence of immune selection. Thereafter there is an 
increasing number of selected sites at which the founder virus sequence is completely altered by, usually a cluster of, amino 
acid changes. Those marked in red were selected early (within 50 days from peak viraemia) by demonstrable CD8+ T cell 
responses. Those in purple were selected later by CD8+ T cells. Those in light green are single amino acid reversions to the 
clade B virus consensus sequence. Those in blue were mutations in V1 and V3 of the env gene selected by neutralizing 
antibodies. Those in grey were selected through undefined means, possibly by T cells, natural killer cells or antibodies. Yellow 
represents changes that co-varied with another mutation. LTR, long terminal repeat. Figure is based on data from REF. 75.
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Immunology brings host heterogeneity  
to epidemiology

Not only phenotypic heterogeneity (immunity)  
but importantly also genetic heterogeneity 

Major factor is the extremely polymorphic MHC (HLA)

 1. we are all different, 
2. almost everyone is heterozygous, 

3. most SNP correlations with disease in MHC region. 

Major strategy of the host is to be different
18



Epidemiology: the SIR model
for Susceptible, Infected and Recovered

Pathogens are expected to optimize R0:
trade-off between infectiousness and virulence

(K is steady state of N in the absence of infection)

dS

dt
= rN(1�N/k)� dS � �SI (1)
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dt
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Is the HIV-1 set-point optimized for transmission?

Fraser et al. PNAS 2007, Science 2014

Classical trade-off between virulence and transmission

complex statistical model trained on many in vitro
measurements and then demonstrated correla-
tion with SPVL (24, 28).

Another study reported that the main feature
distinguishing “elite controllers” (individuals
who do not progress to AIDS despite decades
without treatment) was that they were infected
by very unfit viruses, with low RC (20). It ap-
pears that the low fitness of the initial infecting
viruses was the only factor the elite controllers
had in common. Mutations found in some of the
low-fitness viruses included drug-resistance mu-
tations as well as escape mutations from HLA-
B57 and homologs (HLA-B57 is one of the human
genotypes most consistently associated with slow
progression to AIDS). Escape mutations with
low RC are likely to evolve within a host when the
selection pressure exerted by the immune system
is stronger than intrinsic selection for increasing
RC. However, only 4 out of 20 elite controllers in
(26) carried HLA-B57 genes or homologs, where-
as 6 out of 20 acquired HLA-B57 escape mu-

tations from their infectors. Another study showed
that viral escape mutations from protective HLA
reduce SPVL, not just in the patient carrying the
protective HLA but also in those who are in-
fected by these individuals and who do not harbor
that particular HLA type (29). Even when these
unfit viruses acquired compensatory mutations
that increase RC during the course of an infec-
tion, an increase in viral load was not always
observed (26). This latter finding, that later re-
version of costly mutations present in early in-
fection does not lead to increased viral load, can
be explained if events taking place early in an
infection are disproportionately important deter-
minants of SPVL—that is, if it is initial infection
with an unfit low RC virus, rather than maintain-
ing this viral genotype during the whole course
of infection, that results in a low SPVL.

The second category of viral virulence deter-
minants that might influence viral load are factors
inducing CD4+ T cell activation because activa-
tion of CD4 cells is a prerequisite for rendering

cells permissive to infection (30, 31). Most pro-
minently, nef (32) but also vpr (33), tat (34), and
env (35) have been implicated in modulating T
cell activation. Because CD4+ T cell activation
correlates with viral load (36), these viral genes
may have an effect on viral load.

Trade-Offs and Population-Level
Evolution of Virulence
Not only is viral load the most widely used
prognostic indicator of disease progression, but
it is also positively correlated with infectious-
ness (Fig. 1C) (7). This results in an evolution-
ary trade-off for the virus so that if there is a
low SPVL, there will be more time for onward
transmission before the host dies, but the prob-
ability of transmission per contact will be low.
If a higher SPVL establishes, then there will
less time for onward transmission, but the prob-
ability of transmission per contact will be higher.
In the face of such a trade-off, natural selection
should favor pathogen strains that maximize the
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Fig. 1. The evolutionary epidemiology of viral load. (A) The typical
pattern of viral load in untreated HIV-1 infection, with a very high peak during
the first weeks of infection and a gradual increase in the late stages of infec-
tion. During asymptomatic infection, viral loads are often relatively steady,
fluctuating around the SPVL. (B) The distribution of SPVL in a cohort of patients
infected with subtype B virus. The distribution is similar across populations and
across viral subtypes (70). The log-scale is shown on the x axis, which demon-
strates variability over orders of magnitude. To illustrate the extraordinary
extent of this variability, shown in the inset plots are simulated viral density in
5 mL of peripheral blood for two values at either side of the distribution of viral
load; thus, viral load is a strong predictor of both infectiousness and rate of
progression to disease. The distribution of SPVL was previously described with
(7), and we have updated this to include SPVL data from 2015 seroconverters
in the cohort (with kind permission from de Wolf and Reiss). (C) Infectiousness,

estimated within heterosexual couples, is shown in blue. The severity of in-
fection, estimated as the mean time from seroconversion to AIDS, is shown in
green [from (7)]. Lines show best fit, and filled areas show 95% confidence
intervals. (D) The transmission potential is a summary measure of the epi-
demiological “success” of an infection with given SPVL: It is the mean number
of expected secondary infections over the whole chronic and asymptomatic
infectious life span, estimated as the product of infectiousness and duration of
asymptomatic infection [from (C)]. The close agreement in between the op-
timal evolutionary strategy [labeled in (D)] and the distribution of viral loads
[plotted in (B)] suggested the hypothesis that the distribution of viral loads is
in fact the outcome of viral adaptation to maximize the transmission potential
(7). None of the calculations account for the effect of treatment. This is rea-
sonable for an evolutionary analysis because treatment has unfortunately only
become widely available in recent years.

21 MARCH 2014 VOL 343 SCIENCE www.sciencemag.org1243727-2
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Complexity features

Two levels of evolution: within and between hosts

Hundreds of generations within a host separate the 
transmission events.

Host mounts unique immune responses

HIV rapidly evolves in every new host: escapes & reversions

Can virus evolve optimal transmission if that selection 
occurs just once every hundreds of generations?

22



So what next: how do we model such 
a system combining immunology, 

epidemiology, host heterogeneity, and 
virus evolution?

23



Agent based model with two levels of selection

Virus contains n=300 potential epitopes (bitstring), which 
can be wild-type or mutated (2300 viruses).

Agents randomly select approximately k=15 epitopes. 
With e escapes they will k-e immune responses. 

Mutated sites that are not selected do confer a fitness 
cost and are “deleterious mutations” (f).

Within the host the virus stochastically mutates epitopes 
to escape immune responses and reverts deleterious 

mutations to increase its fitness:

Van Dorp, Van Boven & De Boer, PLoS Comp Biol, 2014.

 7 

In summary, our model for the 10log  virus load V  is [cf. 35] 

 

 max= ( ) ( ),V V k e e fV I� � � �  

 

where maxV  is the 10log  virus load of a HIV-1 strain without deleterious mutations in the 

absence of CTL-responses ( = 0k ), e.g., the high virus load observed in a CD8 �  T cell 

depleted individual [23, 36, 37]. The integer e  represents the number of escape 

mutations in a host (and hence, k e�  equals the number of immune responses), and f  

denotes the number of deleterious mutations. In other words, f  equals the number of 

mutated  peptides  outside  the  current  host’s  binding  repertoire. 

 

We assume that escapes and reversions appear at a rate proportional to the number of 

immune responses and deleterious mutations, respectively. Hence  

 

 ( )esc rev1, 1,k e fe e f fO O� � �
����o � ���o �  

 

where escO  and revO  are  the  ‘per-peptide’  rate  of  escape  and  reversion,  respectively.  We  

will refer to escO  and revO  as  ‘mutation  rates’.  Keep  in  mind,  however,  that  our  model  of  

escape and reversion is quite phenomenological. The rates escO  and revO  are a 

combination of many factors, such as the error rate during reverse transcriptase and the 

fixation rate. Moreover, the rates escO  and revO  should in reality depend on the virus 

load. We simplify this dependence by assuming that the rates differ only between 

disease phases. In the acute and AIDS phase the per-peptide rates are high and in the 

asymptomatic phase, these rates are lower. Instead of escO  and revO , we therefore take 

distinct parameters ,esciO  and ,reviO  for the per-peptide mutation rate in the acute ( =1i ), 

asymptomatic ( = 2i ) and AIDS ( = 3i ) phase. We choose ,rev ,esc=i irO O  with <1r , 

meaning that reversion is slower than escape (see Table 1 for the exact 
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epitopes
mutated

epitopes

epitopes
escape

escapes

deleterious
mutations

deleterious
mutations

wild-type

mutated

immune escape

deleterious mutation

The virus load in a host is 
determined by

the number of remaining 
immune responses (k-e), 

and by the total fitness cost of 
all mutations (e+f)

V = Vmax - σ(k-e) - φ(e+f)



Vmax=7, escape rate λ=1 y-1 Vmax=6, escape rate λ=10 y-1

m=15 mutations

Virus load can only increase in an individual

V = Vmax - σ(k-e) - φ(e+f)



Modeling the epidemic level

Simulate a population of infected individuals (S+I=25000)

Each transmission event happens with a virus having 
accumulated e escapes and f deleterious mutations:  

a virus with e+f = m mutations in the n sites.

In the next random host we draw a new random binding 
repertoire of k immune responses, and draw the expected 

number of escaped epitopes e’.  

The remaining m-e’ form the new f ’ deleterious mutations.

Parameters of Fraser et al. for infection and death:  V*=104.5 

Van Dorp, Van Boven & De Boer, PLoS Comp Biol, 2014.
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Epidemics with two different mutation rates do not approach 
same set-point

λ=0.01 y-1 λ=1 y-1

optimum

high heritability: 17%

m=e+f



Evolved mean set-point virus load

flat R0

homogeneous hosts

V=4.5 is the “optimal” viral load (heavy line)

V=Vmax - kφ
V=Vmax - kφ

effect of increasing Vmax 

adaptation

effect of decreasing Vmax 

At high mutation rates all 
escapes and reversions 

happen early. Hence 
V=Vmax - kφ

realistic range

V = Vmax - σ(k-e) - φ(e+f)



Evolved mean set-point virus load

standard heterogeneous model flat transmission

homogeneous hosts

V=4.5 is the “optimal” viral load (heavy line)



Measure heritability during simulations

Low mutation rate: viruses with many deleterious mutations 
are crippled in both donor and recipient (viral factor)

High mutation rate: hosts with high k control well and transmit 
crippled virus, leading to low viral load in both:

Immunological footprint



Structural equation model

Heritability of spVL is the sum of viral fitness and the 
breadth of the immune response of the transmitting host

For realistic parameter values, half of the observed 
heritability is due to the footprint effect

immune footprint

viral factors
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Heritability due to 
HLA heterogeneity
Decrease heterogeneity by 
decreasing the number of 

epitopes n
Measure similarity J by Jaccard index 

(overlapping epitopes)

means that ktra influences the number of mutations of the
transmitted virus mrec. This ‘immunological footprint’ is repre-
sented by the arrow ktra?mrec in Figure 7. The breadth of the
immune response ktra has no direct effect on mtra, since mtra

corresponds to the transmitter’s founder virus. Likewise, there is
no direct effect of krec on mrec.

We use the the R package lavaan [69] to fit the model to
(standardized) simulated data, that were produced using the NGM
method and the standard model’s parameters. As an example, the
result of one of such fits is given in Figure 7. In this graph, the
numbers above the arrows indicate the estimated weights. The
maximal virus load Vmax equals 6:64 log10 copies per ml, and the
mutation rate l1,esc equals 3y21, such that the mean set-point for
this population is 4.51 log10ml21 (cf. Figure 4A). Despite the large
sample size of 25690 transmission couples, and the fact that the
SEM has 4 degrees of freedom, the model describes the data quite

well (the x2-test’s p-value equals 0.81, and the root mean square
error of approximation (RMSEA) equals 0 with a 90% CI of
[0,0.01]).

In the context of our SEM, the statistic h2 equals the correlation
between spVLrec and spVLtra. This correlation can be computed
as the sum of the contributions of all paths that connect spVLtra

with spVLrec. The contribution of each path equals the product of
the coefficients along the path. The 3 paths that connect spVLtra

with spVLrec are:

P1 : ~ spVLtra/mrec?spVLrec ,

P2 : ~ spVLtra/mtra?mrec?spVLrec and,

P3 : ~ spVLtra/ktra?mrec?spVLrec ,

where P3 is responsible for the immunological footprint. In the

example of Figure 7, the contribution of P3 equals 0.082, which is
about half (49.7%) of the total correlation between spVLrec and
spVLtra (i.e., of the heritability). We refer to the contribution of the
path P3 as the ‘‘contribution of the immunological footprint to
heritability’’.

A comparison of HIV-1 clades B and C
We downloaded representative sequences for clades B and C

from LANL’s HIV sequence database (www.hiv.lanl.gov; four
sequences for each clade, as described in [70]). Then, we
downloaded the HLA-A and HLA-B distributions for Europe
and Sub-Saharan Africa from the NCBI database dbMHC (www.
ncbi.nlm.nih.gov/projects/gv/mhc, [71]). Using the MHC bind-
ing predictor NetMHCpan (version 2.4 [45]), we computed
binding affinities of all 9-mers from the representative strains for
the most common HLA alleles (covering 95% of the populations).
For each HLA molecule, the binding threshold was chosen such
that the top 1% of a set of 105 naturally occurring peptides would
be considered a binder (as described in [72]).

For our analysis, we sample pairs of HLA haplotypes from the
HLA distributions of one of the populations (ignoring linkage
disequilibrium), each haplotype consisting of two HLA-A alleles
and two HLA-B alleles. For each two haplotypes, we then
compare the similarity of the binding repertoires with respect to
one of the four representative strains. As a measure of similarity,
we use the Jaccard index (J): the size of the intersection, divided by
the size of the union of the two binding repertoires. This gives us
the distribution of similarity scores of a population with respect to
a strain. Figure 8B depicts two of these distributions. The black
bars correspond to the European population with respect to a
clade B virus, and the gray bars to the Sub-Saharan population
with respect to a clade C virus.

By comparing the similarity distributions of a Sub-Saharan with
a European population (Figure 8B), we can assess the difference in
heterogeneity between the two populations and clades. The right
panel of Figure 8C depicts the medians (one value for each

Table 3. Threshold distributions, rates, and actions for the events in the model.

E YE mE actions

within-host level

escape mutation Exp(1) lesc(t):(k{e) e.ez1, create new escape mutation
event

reversion Exp(1) lrev(t):f f.f {1, create new reversion event

phase change (i~1) P(tE ~1)~1 D{1
1

change the phase into ‘asymptomatic’,
create a new phase change event

phase change (i~2) Gamma(r{1,r) D2(V (t)){1 change the phase into ‘AIDS phase’,
create a new phase change event

phase change (i~3) P(t
E
~1)~1 D{1

3
end of the within-host simulation

between-host level

transmission Exp(1) b(t):S=N S.S{1, create a new infected
individual, create a new transmission
event for both the transmitting and the
receiving host

death P(tE ~1)~1 (tdeath{tinfection){1 S.Sz1, remove the deceased host

The functions lx for x[fesc,revg are here defined by lx(t)~l1,x , if the patients disease is in the acute phase, and similarly lx(t)~l2,x for the asymptomatic phase, and
lx(t)~l3,x for the AIDS phase. The function t.V (t) describes the viral load during the asymptomatic phase (that may not be constant due to escape mutations and
reversions). The shape parameter r~3:46 for the Gamma distribution was estimated by Fraser et al. [17].
doi:10.1371/journal.pcbi.1003899.t003

Set-Point Evolution and CTL Escape of HIV-1
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Conclusions

For realistic mutation rates we do not expect the virus to 
adapt much on the population level.

Evolution indeed dominated by the hundreds of 
generations within heterogeneous hosts.

High heritability partly due to immunological footprint in 
heterogeneous populations. 

These variable “viral factors” are not identifiable.

Agent based models required to answer this question



Extensions: immune responses:

Let T , I, and E represent the target-cell, infected-cell, and e↵ector-cell compartments, respectively, and120

write I = #I, I = #P, and E = #E for the sizes of these compartments. This system of ODEs governing121

the dynamics of (T, P,E) is given by the following equations:122

dT

dt
= s� dT T � �IT ,

dI

dt
= �cIT � dII � nkEI ,

dE

dt
=

pEI

h+ I + E
� dEE . (1)123

The parameter s determines the influx of uninfected target cells, the natural death rate of cells in124

compartment X 2 {T ,P, E} is given by dX . A more general version of this model features a 3-stage125

infection cycle, with compartments V for free virus, and infected cells in their eclipse phase. Using quasi-126

steady state assumptions, both compartments can be ignored, at the cost of re-scaling the infection rate127

�, a parameter c that determines the proportion of infected cells that make it to the production stage,128

and that need to compute the virus load by V := #V = ↵ · I, for some scaling parameter ↵.129

For our implementation, we need expressions for the steady states of (1). In general, this system has130

3 steady states. The infection-free steady state is given by E = I = 0 and T =: T
0

= s
dT

. If we write131

RI
I,E⌘0

:= �cT0

dI
for the basic reproduction number of infected cells in the absence of e↵ector cells, then132

the e↵ector-free steady state equals133

E = 0 , T =
dI
�c

, I =
dT
�

(RI
I,E⌘0

� 1) . (2)134

Finally, the non-zero steady state can be solved from135

E =

✓
p

dE
� 1

◆
I � h , T =

s

dT + �I
, 0 = �T � dI � kE . (3)136

Notice that I satisfies a quadratic equation.137

4.2 Mapping genotypes to phenotypes138

Kau↵mans NK model (Kau↵man, 1993) is a classical model for a genotype-phenotype map. The ‘NK139

model’ is actually a large class of models, each with their individual applications and peculiarities. The140

version used here is rather general. The ‘genome’ of a virus is a string of bits of length N , i.e., we141

consider N loci, each with 2 alleles.142

Every locus ` contributes a value H` to the final viral replicative capacity (vRC). The values H` are143

determined by the allele a` 2 {0, 1} at locus `, together with the alleles at certain “neighbor” loci144

10

stochastic sub-dominant dominant

(purged)

�
subd

�
dom

point mutants

Figure 8: The interference scheme. The reproduction number RI for all point mutants is com-

puted, and when RI > 1, the mutant is added to the ‘stochastic’ compartment. The stochastic

mutants are moved to the sub-dominant compartment at rate �
subd

, and sud-dominant fixate at rate

�
dom

. When the dominant strain is replaced, all stochastic mutants are purged, and the rates �
dom

of the sub-dominant strains have to be re-evaluated. Those sub-dominant clones with �
dom

 0 are

removed. We also update the list of mutants whenever an immune response is activated.

dominant strain, and keep the others in the sub-dominant compartment, since they might have another188

chance in the context of another dominant strain.189

4.4 The dynamics of immune responses190

A subset of all N loci ` serve as epitope loci. Both alleles at a locus can be epitope alleles. A host’s191

immune repertoire consists of a small subset of all epitope loci/alleles.192

In order to model dominance of immune responses, and prevent the virus from escaping all immune193

responses during an infection, we add heterogeneity in the Michaelis-Menten parameter h. Every epitope194

(`, a) has a response-parameter h`,a associated to it. The dynamics of the CTL response against (`, a) is195

given by the ODE196

dE`,a

dt
=

pE`,aI

h`,a + I + E`,a
� dEE`,a . (5)197

This equation has 2 steady states:198

E`,a = 0 , or E`,a =
p� dE
dE

· I � h`,a.199

Let (`
1

, a
1

), . . . , (`n, an) be the epitopes for which E`,a > 0, then the total number of e↵ector cells equals200

E :=
nX

i=1

E`i,ai = n ·
✓
p� dE
dE

· I � h

◆
,201

13trivial (RE = 0)

sub-dominant (RE  1)

viable (RE > 1) active viable memory (RE > 1)

out-competed (RE  1)

escaped (RE = 0)

�
naive

⇡ �
memory

⇡

Figure 9: The states and transitions of immune responses. Naive responses can toggle between

a trivial, sub-dominant and viable state, depending on their reproduction numbers RE . The trivial state

corresponds to a dominant virus that does not express the epitope. Viable responses are activated at

rate �
naive

⇡, where ⇡ = 1� 1/RE . Active responses can either be escaped by a fixating escape mutant,

or out-competed by a stronger response. In both cases, the response is now in a memory state. Out-

competed responses can be escaped by chance, and memory response can become viable memory when

the virus reverts the epitope, or when another strong responses is escaped.

where h is the average of the h`i,ai . In other words, we can model n immune responses that vary in202

their response-parameter, by computing the steady state of only one immune response with an average203

response parameter. Notice, however, that I depends on
Pn

i=1

E`i,ai . Hence, we cannot determine in204

advance what combination of epitopes (`, a) gives valid (i.e. positive) e↵ector populations E`,a. We205

can solve this problem by subsequently introducing immune responses. An immune response can be206

introduced to a given state, if its reproduction number RE = pI
(h+I)dE

> 1. In order to determine when207

an immune response should be introduced, we use a method similar to the introduction of sub-dominant208

viral clones above. We first set a threshold ⌧ ⇠ Exp(1), and a ‘load’ ↵ = 0. Every time step of length209

�t, we update the load as follows:210

↵ 7! ↵+ �
naive

·�t
i

· (1� 1/RE) ,211

where �
naive

= 1/D
1

is the rate at which a very good immune response (RE ! 1) would be activated.212

The immune response is introduced when ↵ � ⌧ .213

[todo: (1) explain the algorithm. (2) Description and graph of the scheme, get parameters from ODEs,214

distribution of h]215
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Extensions: rugged fitness landscape
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Figure 7: Computing the vRC from a bit string. In this example, we have N = 7 and K = 3.

The black and gray arrows indicate the neighbors of locus 4 and 5, respectively. Locus 4 has neighbors

1, 3 and 6. Given the alleles at locus 4 and its neigbors, we can find that the ‘free energy’ H
4

for this

locus equals 0.34, from a pre-detemined table. The total free energy is then given by H = H
1

+ · · ·+H
7

,

and the vRC equals a fixed constant times e�H/B .

`
1

, . . . , `K . Hence, there are 2K+1 di↵erent possible values for H`. For each locus `, we choose these145

2K+1 values at random at the start of a simulation (Exp(K+1) distributed). We define the ‘free energy’146

as the sum H =
PN

`=1

H`, and a auxilliary fitness-parameter w 2 (0, 1] is defined as w = e�H/B , where147

B is a scaling parameter that determines the size of fitness e↵ects. The fitness of a strain is modeled148

through the infection rate �(w) := (�
max

� dI/T0

)w + dI/T0

, so that the vRC satisfies149

vRC = �(w)T
0

� dI > 0 , vRC / e�H/B . (4)150

Hence, vRC is maximal then the ‘free energy’ H equals zero. The contributions H` are sampled in such151

a way that H = 0 for the genome 000 . . . 0 consisting entirely of zeros.152

[todo: explain how the Bolzmann parameter B is chosen, and elaborate on the choice for the distribution for153

H`]154

4.3 The interference scheme155

The model implements a low level of clonal interference. This is accomplished by not only modeling156

the creation of mutant strains, that may fixate—or not, but also the time it would take for a mutant to157

fixate, from the moment onwards that it was created. The states and transitions of mutant strains are158

depicted in Figure 8.159
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Adaptive evolution is, to a large extent, a complex combinatorial optimization 
process. Such processes can be characterized as "uphill  walks on rugged fitness 
landscapes".  Concrete examples of fitness landscapes include the distribution of  
any specific functional property such as the capacity to catalyze a specific reaction, 
or bind a specific ligand, in "protein space". In particular, the property might be 
the affinity of all possible antibody molecules for a specific antigenic determinant. 
That affinity landscape presumably plays a critical role in maturation of  the immune 
response. In this process, hypermutation and clonal selection act to select antibody 
V region mutant variants with successively higher affinity for the immunizing antigen. 
The actual statistical structure of affinity landscapes, although knowable, is currently 
unknown. Here, we analyze a class of mathematical models we call NK models. 
We show that these models capture significant features of  the maturation of  the 
immune response, which is currently thought to share features with general protein 
evolution. The NK models have the important property that, as the parameter K 
increases, the "ruggedness" of the NK landscape varies from a single peaked 
"Fujiyama'" landscape to a multi-peaked "badlands"  landscape. Walks to local 
optima on such landscapes become shorter as K increases. This fact allows us to 
choose a value of  K that corresponds to the experimentally observed number of 
mutational "steps", 6-8, taken as an antibody sequence matures. If  the mature 
antibody is taken to correspond to a local optimum in the model, tuning the model 
requires that K be about 40, implying that the functional contribution of  each amino 
acid in the V region is affected by about 40 others. Given this value of K, the model 
then predicts several features of "antibody space" that are in qualitative agreement 
with experiment: (1) The fraction of fitter variants of  an initial "roughed in" germ 
line antibody amplified by clonal selection is about 1-2%. (2) Mutations at some 
sites of the mature antibody hardly affect antibody function at all, but mutations at 
other sites dramatically decrease function. (3) The same "roughed in" antibody 
sequence can "walk" to many mature antibody sequences. (4) Many adaptive walks 
can end on the same local optimum. (5) Comparison of different mature sequences 
derived from the same initial V region shows evolutionary hot spots and parallel 
mutations. All these predictions are open to detailed testing by obtaining monoclonal 
antibodies early in the immune response and carrying out in vitro mutagenesis and 
adaptive hill climbing with respect to affinity for the immunizing antigen. 

I n t r o d u c t i o n  

The  evoca t ive  image ry  c r ea t ed  by  Wr igh t ' s  n o t i o n  o f  an a d a p t i v e  l a n d s c a p e  (Wright ,  
1932) is one  o f  the  mos t  p o w e r f u l  concep t s  in e v o l u t i o n a r y  theory .  The  s imples t  
ve rs ion  o f  his i dea  p ic tu res  a space  o f  geno types ,  each  " n e x t  t o "  those  o t h e r  g e n o t y p e s  
which  differ  by  a s ingle  mu ta t i on ,  a n d  each  a s s igned  a fitness. The  d i s t r i bu t i on  o f  
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Extensions: viral mutants & interference
Under the hood, the individual-level simulation keeps track of a list of viable mutants at Hamming160

distance 1 from the dominant strain. The state these mutants reside in is denoted ‘stochastic’; the161

number of cells infected by such a mutant are governed by a discrete birth-death process, and is too162

small to be described by deterministic di↵erential equations. The rate at which mutants are formed,163

depends on the i-level incidence �cIT , and the mutation probability q. After a mutant cell lineage has164

been formed, it needs to survive the stochastic phase (i.e grow to large numbers before reaching 0). This165

happens with probability 1�1/RI , where RI = c�0T
dI+n0E is the reproduction number of the mutant, that166

has strain specific parameters �0 and n0. The rate at which mutants leave the stochastic phase is then167

given by the product168

�
subd

:= q�cIT (1� 1/RI) .169

[todo: (1) loads and (random) thresholds (2) mutants are removed when dominant strain is removed]170

After a mutant strain has survived, it enters the ‘sub-dominant’ state. We simplify reality by assuming171

that sub-dominant strains don’t contribute significantly to the (pre-)viral load. This also means that we172

don’t have to consider any mutations in the sub-dominant population. We use the exponential growth173

rate to compute the time it would take before sub-dominant strains fixate, and replace the dominant174

strain. The exponential growth rate of a sub-dominant strain is given by175

�
dom

:= c�0T � (dI + n0E)176

We then make the rough estimate that the fixation time is about log(I)/�
dom

, and replace I with the177

fixed constant T
0

. To make this more precise, the moment a mutant becomes sub-dominant, we sample178

a threshold ⌧ ⇠ �(1/5, 5) and set a load ↵ = 0. [todo: explain why we use a Gamma distribution]. Each179

time step of length �t
i

, we update the load ↵ as follows:180

↵ 7! ↵+�t
i

· �
dom

,181

and replace the dominant mutant when ↵ � ⌧ . Notice that the growth rate of a sub-dominant clone182

may not be constant. This might happen when another strain fixates first, and changes the target183

cell population size, and the set of active immune responses (clonal interference). Furthermore, latent184

immune responses might be activated during the growth phase of a sub-dominant clone. Whenever the185

growth rate becomes negative, we remove the clone from the sub-dominant compartment. In the unlikely186

event of multiple sub-dominant clones fixating simultaneously, we choose the fittest clone to replace the187
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given by the product168
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time step of length �t
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· �
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and replace the dominant mutant when ↵ � ⌧ . Notice that the growth rate of a sub-dominant clone182

may not be constant. This might happen when another strain fixates first, and changes the target183

cell population size, and the set of active immune responses (clonal interference). Furthermore, latent184

immune responses might be activated during the growth phase of a sub-dominant clone. Whenever the185

growth rate becomes negative, we remove the clone from the sub-dominant compartment. In the unlikely186

event of multiple sub-dominant clones fixating simultaneously, we choose the fittest clone to replace the187
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Rate at which they leave this phase:

Under the hood, the individual-level simulation keeps track of a list of viable mutants at Hamming160

distance 1 from the dominant strain. The state these mutants reside in is denoted ‘stochastic’; the161

number of cells infected by such a mutant are governed by a discrete birth-death process, and is too162

small to be described by deterministic di↵erential equations. The rate at which mutants are formed,163

depends on the i-level incidence �cIT , and the mutation probability q. After a mutant cell lineage has164

been formed, it needs to survive the stochastic phase (i.e grow to large numbers before reaching 0). This165

happens with probability 1�1/RI , where RI = c�0T
dI+n0E is the reproduction number of the mutant, that166

has strain specific parameters �0 and n0. The rate at which mutants leave the stochastic phase is then167

given by the product168
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subd

:= q�cIT (1� 1/RI) .169

[todo: (1) loads and (random) thresholds (2) mutants are removed when dominant strain is removed]170

After a mutant strain has survived, it enters the ‘sub-dominant’ state. We simplify reality by assuming171

that sub-dominant strains don’t contribute significantly to the (pre-)viral load. This also means that we172

don’t have to consider any mutations in the sub-dominant population. We use the exponential growth173

rate to compute the time it would take before sub-dominant strains fixate, and replace the dominant174

strain. The exponential growth rate of a sub-dominant strain is given by175

�
dom

:= c�0T � (dI + n0E)176

We then make the rough estimate that the fixation time is about log(I)/�
dom

, and replace I with the177

fixed constant T
0

. To make this more precise, the moment a mutant becomes sub-dominant, we sample178

a threshold ⌧ ⇠ �(1/5, 5) and set a load ↵ = 0. [todo: explain why we use a Gamma distribution]. Each179

time step of length �t
i

, we update the load ↵ as follows:180

↵ 7! ↵+�t
i

· �
dom

,181

and replace the dominant mutant when ↵ � ⌧ . Notice that the growth rate of a sub-dominant clone182

may not be constant. This might happen when another strain fixates first, and changes the target183

cell population size, and the set of active immune responses (clonal interference). Furthermore, latent184

immune responses might be activated during the growth phase of a sub-dominant clone. Whenever the185

growth rate becomes negative, we remove the clone from the sub-dominant compartment. In the unlikely186

event of multiple sub-dominant clones fixating simultaneously, we choose the fittest clone to replace the187
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Subsequent exponential growth phase:

stochastic sub-dominant dominant

(purged)

�
subd

�
dom

point mutants

Figure 8: The interference scheme. The reproduction number RI for all point mutants is com-

puted, and when RI > 1, the mutant is added to the ‘stochastic’ compartment. The stochastic

mutants are moved to the sub-dominant compartment at rate �
subd

, and sud-dominant fixate at rate

�
dom

. When the dominant strain is replaced, all stochastic mutants are purged, and the rates �
dom

of the sub-dominant strains have to be re-evaluated. Those sub-dominant clones with �
dom

 0 are

removed. We also update the list of mutants whenever an immune response is activated.

dominant strain, and keep the others in the sub-dominant compartment, since they might have another188

chance in the context of another dominant strain.189

4.4 The dynamics of immune responses190

A subset of all N loci ` serve as epitope loci. Both alleles at a locus can be epitope alleles. A host’s191

immune repertoire consists of a small subset of all epitope loci/alleles.192

In order to model dominance of immune responses, and prevent the virus from escaping all immune193

responses during an infection, we add heterogeneity in the Michaelis-Menten parameter h. Every epitope194

(`, a) has a response-parameter h`,a associated to it. The dynamics of the CTL response against (`, a) is195

given by the ODE196

dE`,a

dt
=

pE`,aI

h`,a + I + E`,a
� dEE`,a . (5)197

This equation has 2 steady states:198

E`,a = 0 , or E`,a =
p� dE
dE

· I � h`,a.199

Let (`
1

, a
1

), . . . , (`n, an) be the epitopes for which E`,a > 0, then the total number of e↵ector cells equals200

E :=
nX

i=1

E`i,ai = n ·
✓
p� dE
dE

· I � h

◆
,201
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Figure 2: Individual-level evolution in HD. We closely follow the within-host evolution for an

individual host. The virus starts in a random local fitness maximum. (A) Overall i-level dynamics.

(B) Divergence of the virus from the TF strain. The purple loci are epitope loci, and the green loci

are not. Mutations present in sub-dominant strains are given in light purple/green. (C) The host’s

active immune responses are shown in purple. Green indicates escaped immune responses. Light purple

responses are latent, and the out-competed responses are colored green.
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Figure 2: Individual-level evolution in HD. We closely follow the within-host evolution for an

individual host. The virus starts in a random local fitness maximum. (A) Overall i-level dynamics.

(B) Divergence of the virus from the TF strain. The purple loci are epitope loci, and the green loci

are not. Mutations present in sub-dominant strains are given in light purple/green. (C) The host’s

active immune responses are shown in purple. Green indicates escaped immune responses. Light purple

responses are latent, and the out-competed responses are colored green.
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One epidemic

[todo: make a cohort figure]

Figure 3: Individual-level dynamics of a cohort of hosts. ...

Figure 4: Basic statistics of an epidemic. The simulation was started with a random virus. The

heavy lines show the mean, and the light bands show the 2.5� 97.5, and 25� 75 percentiles.

2.2 An interference scheme98

Although we simplify the viral population to a single viral clone on the i-level, we do want to model99

some rudimentary interference between mutants. This is made possible by separating mutation rate and100

‘replacement rate’ (e.g. escape rate). On top of that, we also take into account that prior to fixation,101

a mutant clone must first survive having a small, non-deterministic, population size. The probability of102

this survival depends on fitness.103

[todo: elaborate, citations]104

2.3 Subsequent emergence of immune responses105

[todo: Why do we need such complicated immune responses?]106

6

Figure 5: Protective HLAs slowly lose association with low SPVL. The slope of the evolution

of the number of epitopes is plotted as a function of (A) the (log) frequency of the MHC allele, and

(B) the 3rd quartile of the (log) h-values associated with the MHC’s responses. Slope is negatively

correlated with frequency (p = 0.04) and positively with h (p = 0.02). [todo: keep p-values up-to-date]

2.4 Protective HLAs slowly lose association with low SPVL107

2.5 Heritability of SPVL and w108

3 Discussion109

[todo: (i) What would happen if we run the actual ODEs :-(. (ii) We need more data on the e↵ect of vRC110

on virulence, and ultimately: what causes the decline in CD4+ T cells. (iii) mutation rate is exceedingly high111

(Cuevas et al., 2015), but e↵ective population size. (iv) fast vs. slow escape. (v) impact of escape on VL.112

(vi) fitness seascapes and ‘water beds’. ]113

4 Methods114

4.1 The within-host model115

Although we do not model the true i-level host-pathogen dynamics, the i-level state, e.g., the virus load,116

is based on the steady state of a fully dynamical model, i.e. a system of ODEs. The system that we use117

is well established and commonly used, for instance by Althaus and De Boer (2008); ?. [todo: add refs118

and reviews (Gadhamsetty et al., 2015)?]119

8


