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Modellen & Simulatie

Lecture 4 - Scalaire recursies



Overzicht van ModSim
• Basisbegrippen dynamische modellen

• Definities recursies, DVs, numerieke methoden

• Oplossingen DVs

• Convergentie numerieke methoden


• Dynamica

➡Scalaire dynamica

• Dynamica op Rd

• Lineaire dynamica op R2


• Bijzondere gevallen

• Lineaire kansmodellen (Markovketens)

• Niet-autonome systemen (Resonantie)

• Hogere orde numerieke methoden

Meeste

aandacht

(t/m 1 apr.)



Dynamica
Dynamica gaat grotendeels over het categorizeren van de 
oplossingen van de modellen:  

• wat is het gedrag van de oplossingen op lange tijd?  

• hoe hangt dit af van de beginwaarde? 

• van de parameters van het model?
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Figure 1.1: Iterates of the model (1.1) with P0/Pc

= 0.1 and several values of �. The
iterates are connected by straight lines for visualization purposes. Independent of �, the
populations eventually tend to the carrying capacity P

c

.

environment is

P
n+1 =

�P
c

P
n

P
c

+ (� � 1)P
n

. (1.1)

Given the initial population P0 at t0, the equation (1.1) tells us how to compute the
population P1 at time t1, and from this we can iteratively compute P2, P3, etc. For
example, Equation (1.1) provides us a first example of a model in the form of an iterated
map or recursion. In Figure 1.1 some iterates of the model are shown for several values
of �. For large � the population grows faster initially, but all populations level o↵ at the
carrying capacity.

1.2 A di↵erential equation

The Verhulst model for population growth in an environment with limited resources is

dP

dt
= rP

✓
1� P

P
c

◆
, (1.2)

where P (t) is the population size, r > 0 is the uninhibited growth rate, and P
c

> 0 is the
carrying capacity of the environment.
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Figure 1.2: Solutions of the Verhulst model (1.2) with r = 1/4. Independent of the initial
condition P0/Pc
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14
10}, the populations eventually tend to the carrying capacity

P
c

.

1.3 A numerical method

Suppose we did not know how not evaluate the integral in (1.3). We might try to learn
something about the solution using the following approach. Starting from the definition of
the derivative

dP (t)

dt
= lim

�t!0

P (t+�t)� P (t)

�t
, (1.5)

we approximate this infinitessimal limit by a finite di↵erence:

dP (t)

dt
⇡ P (t+�t)� P (t)

�t
, (1.6)

for some fixed, positive value of�t. (That is, we refrain from taking the limit.) Substituting
this approximation into (1.2) yields

P (t+�t)� P (t)

�t
⇡ rP (t)

✓
1� P (t)

P
c

◆
.

Denoting the approximation to P (t
n

) by P
n

, where t
n+1 = t

n

+ �t, the above formula
defines, for each �t > 0, an iterated map or recursion

P
n+1 = P

n

+�t r P
n

✓
1� P

n

P
c

◆
. (1.7)
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Scalaire dynamica

• Recursies op R1

• Grafische analyse methode

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• Differentiaalvergelijkingen op R1

• Evenwichten en stabiliteit


• Numerieke methoden op R1

• Evenwichten en stabiliteit

Vandaag en

woensdag



Grafische analyse methode

Scalaire dynamica 
• Recursies op R1


• Grafische analyse

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• DVs op R1

• Evenwicht./stab.


• NMs op R1

• Evenwicht./stab.

xn

xn+1

y = F(x)
y = x

Logistic model, F (x) = rx(1� x), r = 1.8
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Logistic model, F (x) = rx(1� x), r = 1.8

Scalaire dynamica 
• Recursies op R1


• Grafische analyse

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• DVs op R1

• Evenwicht./stab.


• NMs op R1

• Evenwicht./stab.

Grafische analyse methode



Logistic model, F (x) = rx(1� x), r = 1.8

Scalaire dynamica 
• Recursies op R1


• Grafische analyse

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• DVs op R1

• Evenwicht./stab.


• NMs op R1

• Evenwicht./stab.

Grafische analyse methode
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Logistic model, F (x) = rx(1� x), r = 1.8

Scalaire dynamica 
• Recursies op R1


• Grafische analyse

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• DVs op R1

• Evenwicht./stab.


• NMs op R1

• Evenwicht./stab.

Grafische analyse methode



• Een baan is een rij  
 
waarvan 

• Een evenwicht of dekpunt is een triviale 
baan 

• Een dekpunt voldoet dus aan

Evenwichten

Scalaire dynamica 
• Recursies op R1


• Grafische analyse

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• DVs op R1

• Evenwicht./stab.


• NMs op R1

• Evenwicht./stab.

{x0, x1, . . . , xn, xn+1, . . . }

xn+1 = F (xn), n = 0, 1, 2, . . .

xn = xn�1 = · · · = x1 = x0 = ↵

↵ = F (↵)



Scalaire dynamica 
• Recursies op R1


• Grafische analyse

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• DVs op R1

• Evenwicht./stab.


• NMs op R1

• Evenwicht./stab.

Stabiliteit

• Een dekpunt α is stabiel in de zin van 
Lyapunov als voor elk ε > 0  er een  
δ > 0  te vinden is zodanig dat 

   Anders is het dekpunt instabiel. 

• Een dekpunt α is asymptotisch stabiel 
als bovendien geldt

|xn � ↵|  ", n = 0, 1, . . . , als |x0 � ↵|  �

lim
n!1

xn = ↵



Logistic model, F (x) = rx(1� x), r = 1.8

Scalaire dynamica 
• Recursies op R1


• Grafische analyse

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• DVs op R1

• Evenwicht./stab.


• NMs op R1

• Evenwicht./stab.

Stabiliteit
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⇢
1.2x, x < 1/2
0, x � 1/2

Scalaire dynamica 
• Recursies op R1


• Grafische analyse

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• DVs op R1

• Evenwicht./stab.


• NMs op R1

• Evenwicht./stab.

Stabiliteit
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Scalaire dynamica 
• Recursies op R1


• Grafische analyse

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• DVs op R1

• Evenwicht./stab.


• NMs op R1

• Evenwicht./stab.

Stabiliteit



Pauze



Scalaire dynamica 
• Recursies op R1


• Grafische analyse

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• DVs op R1

• Evenwicht./stab.


• NMs op R1

• Evenwicht./stab.

Stelling  Een dekpunt α is: 
• asymptotisch stabiel als |F’(α)| < 1, 
• instabiel als |F’(α)| > 1. 

Asymptotische stabiliteit
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Asymptotische stabiliteit

Scalaire dynamica 
• Recursies op R1


• Grafische analyse

• Evenwichten

• Stabiliteit

• Periodieke banen

• Bifurcaties

• Chaos


• DVs op R1

• Evenwicht./stab.


• NMs op R1

• Evenwicht./stab.

F 0(↵)

↵

�+

��

xn

⌘n

1

⇢ < 1

⇢ < 1

F (x)



Internal wave focusing
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(b) Supercrit
ical

case
with start

ing

point x0
= (0.5,

0.5).
Here φ1

= π/3,

φ2 = 5π/36.

Figure 3: Examples of sub- and supercrit
ical cases
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number of elements,
i. e. S(x0) = {x0, x1, . .

. , xn} with a fixed n for any x0. If for each

x0
the trajec

tory comes arbitr
ary close

to any point in the squar
e, the case

is called
ergodic

or quasi
-periodic. The most frequ

ently
occurr

ing case
of limit behavior

is the attra
ctor.

In

this case
the chara

cteris
tics are attra

cted
towards

a limit cycle.
For our geom

etry the oc-

curring attra
ctors

are always global attra
ctors,

i. e. fo
r any starti

ng point the chara
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get attra
cted

towards
the same limit cycle.

Attract
ors are chara
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ed by the number of

bound
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The overa
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ary is called
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period. Due to the symmetry it is sufficient
to count

only
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ection
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ary. An attra
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ection
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ed to as an (m,n)-attr
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. The simplest type
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It is remarkab
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Proof.
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Internal wave focusing

θ

rotation −φ
1φφ2

φ

Figure 1: Given two arbitrary angles φ1,φ2 which determine the slopes of the character-
istics we can always reobtain the initial situation by rotating the square.

later, when we have a look at the characteristic’s movement. The sequence of intersection
points with the boundary for a starting point x0 together with the connecting characteristics
will be referred to as the web of x0 and denoted by S(x0) = {. . . , x−2, x−1, x0, x1, x2, . . . },
xi ∈ ∂S.

In principle we could choose −π

2
≤ φ1,φ2 ≤

π

2
, but it is possible to restrict the parame-

terspace. Without loss of generality, we can take 0 ≤ φ1 and 0 ≤ |φ2| ≤ φ1. Otherwise we
can get this situation by swapping φ1 and φ2 and or reflecting about the z-axis. If φ1 = φ2,
then θ = 0 what has been excluded before. If φ1 = 0 or φ2 = 0 one of the characteris-
tics is parallel to the boundary, which yields exceptional reflection behavior. Thus we take
strict inequalities. Furthermore, we can assume φ1 ± φ2 ≤ π

2
. This situation can always

be obtained by rotating the domain by kπ/2 for integer k. See figure 2(a). The restricted
parameterspace is depicted in figure 2(b).

2.2 Limit behavior

Now we will have a closer look at the characteristic’s movement. As we will see there are
two different main types of limit behavior depending on whether φ2 is positive or negative.
For the following it is convenient to define t1 = tan(φ1) and t2 = tan(φ2).

Theorem 1. For any φ2 < 0 and for any starting point the characteristics approach to

the square’s upper left or lower right corner.

Proof. First of all we can assume the starting point to be at the bottom. In addition we
also assume that we trace the characteristics starting with the characteristic determined
by φ1. Let x∗ be the x-coordinate of the bottom point which gets mapped directly to the
upper right corner, then x∗ = 1− t1 and the sequence of successive bottom intersections

5



0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

(a) Subcritical case with starting
point at x0 = (0.5, 0.5). φ1 = π/6,
φ2 = −π/18.

0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

(b) Supercritical case with starting
point x0 = (0.5, 0.5). Here φ1 = π/3,
φ2 = 5π/36.

Figure 3: Examples of sub- and supercritical cases.

number of elements, i. e. S(x0) = {x0, x1, . . . , xn} with a fixed n for any x0. If for each
x0 the trajectory comes arbitrary close to any point in the square, the case is called ergodic
or quasi-periodic. The most frequently occurring case of limit behavior is the attractor. In
this case the characteristics are attracted towards a limit cycle. For our geometry the oc-
curring attractors are always global attractors, i. e. for any starting point the characteristics
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boundary is called the attractor’s period. Due to the symmetry it is sufficient to count only
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of attractor is a (1, 1)-attractor, a so-called simple attractor. It is remarkable that simple
attractors occur in a continuous region of the parameterspace.

Theorem 2. A simple attractor occurs if and only if π

4
< φ1 ≤ π

2
− φ2.

Proof. It is clear that the possibility to inscribe a parallelogram inside the square is a
necessary condition for the occurrence of a simple attractor. From the figure below we
observe the following conditions.

l1, l2, l3, l4 > 0, (4)

1 = l1 + l2, (5)

1 = l3 + l4, (6)

l1 = t2l4, (7)

l2 = t1l3 (8)

l3
l4

l1 l2

φ1
φ2

7

Internal wave focusing

θ

rotation −φ
1φφ2

φ

Figure 1: Given two arbitrary angles φ1,φ2 which determine the slopes of the character-
istics we can always reobtain the initial situation by rotating the square.

later, when we have a look at the characteristic’s movement. The sequence of intersection
points with the boundary for a starting point x0 together with the connecting characteristics
will be referred to as the web of x0 and denoted by S(x0) = {. . . , x−2, x−1, x0, x1, x2, . . . },
xi ∈ ∂S.

In principle we could choose −π

2
≤ φ1,φ2 ≤

π

2
, but it is possible to restrict the parame-

terspace. Without loss of generality, we can take 0 ≤ φ1 and 0 ≤ |φ2| ≤ φ1. Otherwise we
can get this situation by swapping φ1 and φ2 and or reflecting about the z-axis. If φ1 = φ2,
then θ = 0 what has been excluded before. If φ1 = 0 or φ2 = 0 one of the characteris-
tics is parallel to the boundary, which yields exceptional reflection behavior. Thus we take
strict inequalities. Furthermore, we can assume φ1 ± φ2 ≤ π

2
. This situation can always

be obtained by rotating the domain by kπ/2 for integer k. See figure 2(a). The restricted
parameterspace is depicted in figure 2(b).

2.2 Limit behavior

Now we will have a closer look at the characteristic’s movement. As we will see there are
two different main types of limit behavior depending on whether φ2 is positive or negative.
For the following it is convenient to define t1 = tan(φ1) and t2 = tan(φ2).

Theorem 1. For any φ2 < 0 and for any starting point the characteristics approach to

the square’s upper left or lower right corner.

Proof. First of all we can assume the starting point to be at the bottom. In addition we
also assume that we trace the characteristics starting with the characteristic determined
by φ1. Let x∗ be the x-coordinate of the bottom point which gets mapped directly to the
upper right corner, then x∗ = 1− t1 and the sequence of successive bottom intersections

5

0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

(a) Subcritical case with starting
point at x0 = (0.5, 0.5). φ1 = π/6,
φ2 = −π/18.
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(b) Supercritical case with starting
point x0 = (0.5, 0.5). Here φ1 = π/3,
φ2 = 5π/36.

Figure 3: Examples of sub- and supercritical cases.

number of elements, i. e. S(x0) = {x0, x1, . . . , xn} with a fixed n for any x0. If for each
x0 the trajectory comes arbitrary close to any point in the square, the case is called ergodic
or quasi-periodic. The most frequently occurring case of limit behavior is the attractor. In
this case the characteristics are attracted towards a limit cycle. For our geometry the oc-
curring attractors are always global attractors, i. e. for any starting point the characteristics
get attracted towards the same limit cycle. Attractors are characterized by the number of
boundary intersections they have. The overall number of an attractor’s intersections with the
boundary is called the attractor’s period. Due to the symmetry it is sufficient to count only
the intersections on the left and top of the boundary. An attractor with m intersections at
the left and n intersections at the top is referred to as an (m,n)-attractor. The simplest type
of attractor is a (1, 1)-attractor, a so-called simple attractor. It is remarkable that simple
attractors occur in a continuous region of the parameterspace.

Theorem 2. A simple attractor occurs if and only if π

4
< φ1 ≤ π

2
− φ2.

Proof. It is clear that the possibility to inscribe a parallelogram inside the square is a
necessary condition for the occurrence of a simple attractor. From the figure below we
observe the following conditions.

l1, l2, l3, l4 > 0, (4)

1 = l1 + l2, (5)

1 = l3 + l4, (6)

l1 = t2l4, (7)

l2 = t1l3 (8)

l3
l4

l1 l2

φ1
φ2
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Internal wave focusing
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(a) Streamfunction: φ1 = π/3, φ2 = 5π/36
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(b) Pressure field: φ1 = π/6, φ2 = 5π/36

Figure 11:
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(a) Streamfunction: φ1 = π/6, φ2 = π/18
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(b) Pressure field: φ1 = π/6, φ2 = π/18

Figure 12:
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(a) Streamfunction: φ1 = π/3, φ2 = 5π/36
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(b) Pressure field: φ1 = π/6, φ2 = 5π/36
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(a) Streamfunction: φ1 = π/6, φ2 = π/18
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(b) Pressure field: φ1 = π/6, φ2 = π/18
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(a) Streamfunction: φ1 = π/6, φ2 = 13π/180
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(b) Pressure field: φ1 = π/6, φ2 = 13π/180

Figure 13:

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

−1.5

−1

−0.5

0

0.5

1

1.5

(a) Streamfunction: φ1 = π/6, φ2 = arctan(1− t1)
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(b) Pressure field: φ1 = π/6, φ2 = arctan(1 − t1)

Figure 14:
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Figure 4: For each pair (φ1,φ2) the period of the corresponding attractor is plotted. The
dark red areas represent attractors with period ≥ 100. The white lines indicate
periodic cases, see below. Notice that the upper left part is not a part of the
restricted parameterspace.

Proof. If every starting point gets mapped to itself after a finite number of iterations
particularly a corner point has to get mapped to itself. But the only possibility for this
is to map a corner to another and to go the same way back.
Now we presume that every corner gets mapped to another. If the characteristics were
approaching an attractor also the critical characteristics would have to approach this
attractor. Since this is not possible and obviously such a case cannot be an ergodic one
this must be a periodic case.

This characterization of periodic cases in principle allows us to compute the parameters
(φ1,φ2) for which periodic cases occur analytically. As an example we consider the case
where a characteristic starting at the lower left corner of the square intersects the lower right
corner after 2k successive intersections at the top and bottom. With the help of simple
analysis, we obtain that the relation between φ1 and φ2 in such a case, is given by the
nonlinear equation

k(t1 + t2) = 1,

and finally we get
φ2 = arctan(1/k − t1).

The contribution of these periodic cases for k = 1, . . . , 15 within the upper left part of the
restricted parameterspace is depicted in Figure 5. Additionally you can see this contribution
in Figure 4, where these periodic cases are indicated by the white lines. For more complicated
types of periodicity the analytic computation becomes too complex. But the above mentioned
procedure can be used to obtain numerical results.

Another way to get an impression of the limit behavior is to look at a Poincaré plot. At
this the positions of the last few hundred intersection points on the left boundary as well
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Werkcollege voor vandaag

• Probleem 3.1  pas de grafische en analytische methoden 
toe om de dekpunten en stabiliteit van een recursie te 
bepalen.  (Om meer hiermee te oefenen, kan je vraag 9a-9b 
van hoofdstuk 12 van Lynch ook uitwerken).


• Probleem 3.2  een recursie met twee stabiele dekpunten.  
Probeer achter te komen van welke begincondities welk 
evenwicht wordt bereikt.  Dit kan deels door grafische 
analyse, en deels door te rekenen.


• Probleem 3.3 hebben we in de hoorcollege al voorbeelden 
gezien. Je kunt proberen eigen voorbeelden te verzinnen.


• Project 1:  je hebt nu de voorkennis om een begin te maken.  
Inleveren woensdag 2 maart!


