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Abstract

Persistence of invariant tori in a perturbed dynamical system requires two kinds
of conditions to be met. A strong non-resonance condition ensures a dense quasi-
periodic orbit on both the unperturbed and the perturbed torus. A non-degeneracy
condition enforces a sufficiently large subset of the unperturbed tori to be non-
resonant and thus yields persistence. In the past 60 years various such conditions
have been formulated and a number of them are reviewed here.

1 Introduction

First results on persistence of invariant tori carrying quasi-periodic dynamics were achieved
for Hamiltonian systems. Kolmogorov [31] studied how integrable systems

o= ()
i 0 1)

behaved under small (Hamiltonian) perturbations. In (1) the integrable system is already
expressed in action angle variables (z,y) € T" x R™ (with T = R/Z) whence (1) can be
solved straightforwardly. The solution curves (z(t),y(t)) = (z +tw(y),y) are conditionally
periodic with frequency vector w(y), spinning around invariant tori. Non-resonant tori
T™ x {y} have a frequency vector w = w(y) with rationally independent components, thus
satisfying

N\ klw) = kw + .+ kw, # 0
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This ensures that T" x {y} consists of dense quasi-periodic orbits (x+tw(y), y) and therefore
is a dynamical object: closed, invariant and minimal with these properties. A resonance
(k| wy =0, k # 0 makes T" x {y} a disjoint union of invariant (n — 1)-tori and thus
unlikely to persist as an invariant n—torus.



The simplest Hamiltonian system with conditionally periodic motion is the 2-dimensional
harmonic oscillator .
G = Wb 19 (2)
pi = —Wigq;
which can be brought into the form (1) by means of symplectic polar co-ordinates ¢; =
V2y; cosz; and p; = \/2y;sinz; (excluding {y; = 3(p? + ¢7) = 0}, in particular excluding
the equilibrium at the origin). Here w(y) = (w1, ws) does not depend on y, so either all
motions are periodic or all motions are quasi-periodic. This makes the invariant 2—tori
also in the quasi-periodic case vulnerable to perturbations. Indeed, a perturbation may
perform the two-step programme of first turning the frequency ratio z—; rational and then
destroying the resulting resonant tori.
In frequency space, both the resonant and the non-resonant frequency vectors form

dense subsets. The condition
det Dw # 0 (3)

of Kolmogorov [31] similarly makes the phase space of (1) a disjoint union of two dense sets.
Indeed, the mapping w : Y — R™ assigns the frequency vector w(y) to each invariant torus
T x {y}, y varying in the domain Y C R", and Kolmogorov’s non-degeneracy condition (3)
makes this frequency mapping a local diffeomorphism. In this way the whole geometry of
the frequency space R™ is pulled back into the phase space T" x Y.

To ensure persistence, an open neighbourhood of the resonant frequency vectors has
to be avoided. At the same time the remaining — topologically small — set of far-from-
resonance frequency vectors should be as large as possible, making persistence of strongly
non-resonant invariant tori meaningful. One way to simultaneously achieve these two goals
is to impose Diophantine conditions

AN kW) > |,Z|T (4)
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on the frequency vectors, where |k| := |ki| + ... + |k,|. Indeed, for fixed 7 > n — 1 the
relative measure of the set of excluded frequency vectors (not satisfying (4)) is of order
O(v) as v — 0 — the topologically small set R? of Diophantine frequency vectors is
measure-theoretically large. A typical choice is 7 = /¢ where ¢ measures the size of the
perturbation. For n = 2 the Cantor set of Diophantine frequency vectors is sketched in
figure 1. These notions allow to formulate the follwing result, cf. [31, 1, 36, 18, 39]. Here
and further on the smallness conditions are a bit lacking in precision' for the sake of a

simpler presentation.

Theorem 1 (Kolmogorov, Arnol’d, Moser, Chierchia, Gallavotti, Poschel) Let
H = N + P be a real analytic Hamiltonian on T" x Y, Y C R" a relative compact domain,
with integrable N = N(y) satisfying the Kolmogorov condition det D*N # 0 and uniformly

1Tg be more precise, one has to extend the perturbed Hamiltonian H to a complex neighbourhood of
T" x Y and the uniform bound || P/« < € has to hold on that neighbourhood.
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Figure 1: The Cantor set of Diophantine frequency vectors in the plane.

bounded perturbation P = P(x,y). Then there exists € > 0 such that for all |P|l. < ¢
there is a canonical transformation ¢ near the identity and a measure-theoretically large
Cantor set Y C Y with the property that for y € Y' the transformed Hamiltonian H o ¢
does not depend on x € T".

While the Cantor set T™ x Y’ consists of invariant tori with quasi-periodic flow, no statement
is made for y € Y\Y".

Sketch (caricature) of proof. A canonical transformation ¢ solving the homological equation
HogpzN—F/de (5)

would reveal the perturbed Hamiltonian H to be integrable, but also prove the theorem.
Instead of solving (5) directly we work with the linearized version

N(y) + P(z,y) — (w(y) | 0:W(z,y)) = N(y) + Poly) (6)

of this equation. Here the Hamiltonian function W is searched for — the transformation
¢ will be the time-1-mapping of the Hamiltonian system

o= 0,W
)= —0,W
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defined by W — while w = DN is the frequency mapping and P, is the T"—average of P,
1.e. the O—coefficient in the Fourier series

P(z,y) = Y Puly) et

keZn

Developing the unknown W in a Fourier series as well turns the linearized homological
equation (6) into
AN 2wtk [w@)Wily) = Puly) . (7)
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the formal solution of which copes with the notorious small denominators. The Diophantine
conditions (4) provide a polynomial bound ~ [k|™ of these, so that (for y € w™'(RZ,)
fixed) the exponentially decaying coefficients of the real analytic P make the W} decay
exponentially as well and result in a function W that is real analytic in x.

The errors made by solving (6) instead of (5) are collected in a new perturbation R and
one of the things an actual proof has to show is that R is indeed smaller than the original
perturbation P — so much smaller that the iterative scheme ensuing from solving (6) with
P replaced by R converges and yields the desired ¢. The resonance gaps left open in the
definition of ¢ are finally filled using Whitney’s Extension Theorem — here ¢ does not
have to achieve anything to prove the theorem. 0

In fact, for this Newton-like scheme one expects quadratic convergence, i.e. || R||o ~ || P||% ;
see [44, 41] for a slowly converging iteration scheme. The necessary estimates involve the
Cauchy formula whence the original formulation was for real analytic Hamiltonians. Using
an interspersed approximation by holomorphic functions at each iteration step Moser [36]
extended the validity to Hamiltonians that are only finitely often differentiable; the initial
regularity of 333 derivatives was subsequently brought down. Takens [46] provided a lower
bound by means of a C'-counterexample.

Broer and Takens [17] showed that the persisting tori are essentially unique. This
allows to patch together the local® conjugacies of theorem 1 between the flows defined by
N and H to a global conjugacy, see [7].

The next section is concerned with tori whose normal behaviour is trivial, as in (1).
Section 3 then addresses tori where non-trivial normal dynamics may interact with the
quasi-periodic motion and additional possible resonances have to be taken care of. In the
final section a formulation of non-degeneracy (called versality) is given that also applies to
invariant tori undergoing a bifurcation.

2 Maximal tori

The integrability of the Hamiltonian system (1) stems from the x—independence of the cor-
responding Hamiltonian function N(x,y) = N(y). This motivates the following extension

2The necessary action angle variables for the integrable Hamiltonian N can always be constructed by
shrinking Y where necessary.



of this notion.

Definition 2 (Broer, Huitema, Takens) A vector field on T" x Y C T" x R™ is called
integrable if it is equivariant with respect to the T"-action (z,y) — (x + &,y).

In the simplest situation m = 0 it is not persistence of the invariant torus that is in question
— this is the whole phase space — but of the quasi-periodic dynamics defined by & = w.
Again a single frequency vector is vulnerable to perturbations and one has to consider
parameter-dependent families of vector fields on T". The most transparent situation is
where w € R™ itself plays the role of parameter.

Theorem 3 (Arnol’d, Moser, Herman, Broer, Huitema, Takens) Let the pertur-
bed vector field (w + f(z;w))0, be real analytic on T", with w varying in the closure Q of
a relative compact domain @ C R™. Then there exists € > 0 such that for all ||f]l. < €
there is a diffeomorphism

b T"x0O — T x O
(z,w) —  (d(z,w),pW))

near the identity and a measure-theoretically large Cantor set Q' C O with the property
that the restriction of ® to T" x Q' conjugates wd, with (w + f)0,.

Direct proofs are given in [15, 41]. Kolmogorov’s non-degeneracy condition (3) can be used
here as well, to allow for more general frequency mappings w : @ — R” than just the
identity. In the dissipative case of theorem 3 there is no intrinsic reason for the parameter
domain O to have the same dimension as the torus T", so one can easily generalize to
domains @ C R* with s > n and require the frequency mapping to be a submersion. Below
we discuss generalizations that lower (instead of increase) the number of parameters.

Reversible systems are situated in between dissipative systems (as above, with no struc-
ture to be preserved) and Hamiltonian systems. On T" x Y C T™ x R™, with involutive
symmetry G(z,y) = (—z,y), a vector field f0, + g0, is called reversible if orbits are
mapped by G to orbits with time reversed. This implies that f is even in z and g is odd
in z. In particular ¢(0,y) = 0 and an integrable reversible vector field is automatically
in the integrated form (1). Here it is again the phase space variable y that serves as a
parameter for the occurring frequencies, but now m = n is only the most important of
many possible cases. The reversible analogue of theorems 1 and 3 can be shortened to the
following formulation.

Theorem 4 (Moser, Poschel, Sevryuk, Huitema) If the frequency mapping w :
Y — R™ is a submersion, then most invariant tori of (1) survive a small reversible

perturbation.

For proofs see [38, 39, 45, 29]. If the frequency mapping is a submersion, then the whole
geometry of the set of frequency vectors satisfying the Diophantine conditions (4) is pulled
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back into (the factor Y of) phase space — or into parameter space O in the dissipative case.
Note that if m < n in the reversible case, then one can consider a parameter dependent
reversible vector field whence a submersive frequency mapping pulls back into the product
Y x @ of (a factor of) phase space and parameter space. Here the phase space variables
y € Y act as parameters that are distinguished with respect to the external parameters
from Q.

The Cantor set resulting from pulling back (4) always has a continuous direction: for
w e RY_and t > 1 also tw € RY_. This can be used to lower the necessary dimension of
the domain of the frequency mapping to n — 1. While w itself is no longer controlled, the
frequency ratios

[wy twe . iw,] € RP®

of the set of Diophantine frequency vectors form a (now totally discontinuous) Cantor set
of large relative measure. Arnol’d [1] used this to formulate the condition

det<€;‘“g) £ 0 (8)

of iso-energetic non-degeneracy on the Hamiltonian system (1). If (8) holds then on every
energy shell H~1(h) of the slightly perturbed Hamiltonian H = N + P most tori survive
— not with the same frequency, but with the same frequency ratio. In [13] this result
was obtained from theorem 1 by means of a time-scaling. This approach allowed to prove
similarly ‘relaxed’ corollaries of theorems 3 and 4 as well, see [16, 15].

The geometry of the set of Diophantine frequency vectors is also the key for a further
decrease of the number of necessary parameters. The inequalities in (4) all exclude small
open neighbourhoods of linear hyperplanes. If the frequency mapping is not a submersion,
then one has to cope with a submanifold M C R", describing the inherent dependencies
of the components of the possible frequency vectors. What has to be avoided is that large
portions of M are parallel to one of the linear hyperplanes and vanish in a resonance
gap. The iso-energetic non-degeneracy condition (8) achieves this by requiring M to be
transverse to the straight lines through the origin.

Next to this linear approach the resonance gaps can also be avoided by means of non-
linear considerations. If the submanifold M is sufficiently bent, then if M is at some point
tangent to one of the resonance hyperplanes it will soon exit the (small!) resonance gap.
This similarly works for torsion and higher order derivatives. Riissmann [42, 43] formulated
this in terms of the span
oMw
oyt
of the partial derivatives up to order L € N of the frequency mapping yielding the whole
frequency space R™. Note that L = 1 corresponds to the iso-energetic non-degeneracy con-
dition (8), while submersivity of the frequency mapping — and in particular Kolmogorov’s
condition (3) — amounts to restricting to [¢| = 1 in (9). To ensure that the relative
measure of the pull-back of the excluded frequency vectors (not satisfying (4)) is still suffi-

< |<L> = R" 9)
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ciently small one has to thicken the set of Diophantine frequency vectors a bit and require
7 >nL —1in (4). The relative measure is then of order O(y'/*) as v — 0, see [15, 43].

The persistence result obtained under Riissmann’s non-degeneracy condition (9), with
L > 2, is weakenend as there is no longer a Cantor family of tori with prescribed frequency
vectors (or ratios) that survive the perturbation. What is present in the perturbed sys-
tem is a Cantor family of invariant tori with frequency vectors slightly shifted from their
unperturbed counterparts. Note that all non-degeneracy conditions amount to using the
frequency vectors to parametrise the invariant tori and then either require the frequency
mapping to be a submersion or prevent large parts of its image to fall into resonance gaps.

The set of strongly non-resonant frequency vectors can be further thickened by replacing
the denominator in (4) with A(|k|) using suitable Riissmann approximation functions,
homeomorphisms A : [1, 00] — [1, oo satisfying

/ In A(t) & <
1

t2

For simplicity we keep using Diophantine conditions in the sequel.

3 Lower-dimensional tori

In [37, 16, 14, 15] the results formulated in theorems 1, 3 and 4 are unified into a single
theorem on persistence of maximal tori in perturbed structure preserving vector fields.
Furthermore the results are generalized to lower-dimensional tori, 7.e. families of tori with
non-trivial normal behaviour. Starting point is an integrable system

T = faly,2) = wiy) + O(2)
Y anly,2) = O (10)
i = M(y2) = Wy 2+ 0>

with (z,y,2,\) € T" x Y xV x O C T" x R™ x R? x R®. In the Hamiltonian case one has
m =mn, g =2p and Q,(y) € sp(2p,R), in the dissipative case m = 0 and Q) (y) € gl(¢, R)
and in the reversible case ¢ = 2p and Q,(y) € gl_(2p, R). The latter is defined in terms of
the reversor

G(z,y,2) = (—=x,y,Rz) (11)

as the set of (2p x 2p)—matrices Q with QR = —R() and not a Lie subalgebra of gl(2p, R),
but satisfies [gl,, gl_] C gl_ where gl (2p, R) is the Lie algebra of (2p x 2p)-matrices that
commute with R.

To include this peculiarity of the reversible case we consider a linear subspace 1 of the
Lie algebra of all vector fields that contains the vector field f0, + gd, + h0. given by (10)
and a Lie algebra ¥ of vector fields with [r,9] C 9. The latter holds in particular true
if » = 1 itself is a Lie subalgebra as in the Hamiltonian case (or in the dissipative case
when 9 = r coincides with the whole Lie algebra of all vector fields). Other examples
include volume-preserving vector fields, or vector fields that are equivariant with respect
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to a symmetry group. In fact, it is also possible to include parameter-dependent vector
fields in this way by adding A = 0 to (10) and considering the Lie algebra 9 of vector fields
for which the dy—component vanishes together with the Lie algebra t of vector fields for
which the dy,—component depends only on .

Arnol’d [1] refined the proof of theorem 1 by applying an ultraviolet cut-off to (6)
and thus having to solve only finitely many of the small denominator equations in (7) at
every iteration step, with strictly increasing truncation order of the Fourier series during
the iteration. To allow for this both ¥ and 9 are required to be closed under Fourier
truncation. Furthermore, given a (not necessarily integrable) vector field f0, + g0, + ho,
and fixed yy € Y also the dominant part

(@, 40,0)0; + (ha(z,y0,0) + 0.k (2, 40,0) - 2) 0; (12)

is required to be in ¢ or 9, respectively. For the integrable system (10) this yields the
dominant part wy(yo)0: + Q(yo) - 20,. The vector fields of the form (12) define a linear
subspace h of § and a Lie subalgebra @ of r. Finally, the Lie group G..; of the Lie
algebra @,,; containing the matrices Q) (yo) that appear in the 0,—component of (12) for
integrable vector fields in g is required to be algebraic. Letting similarly b, ., denote the
vector space of matrices () appearing in wd, + (2 - 20, € h we may allow for the huge
number s = n + dim b, of parameters and simply work with A = (w, Q) € R™ x b ...
Theorem 5 (Mel’'nikov, Moser, Kuksin, Eliasson, Broer, Huitema, Takens) Let
the perturbed vector field

(w+ fz,y,2w0,9Q)) 0, + g(x,y,2;w,2)0, + (224 h(z,,y,2;w,Q))0, (13)

be real analytic on the closure of the relative compact domain T" x Y x V C T" x R™ x R?
with (w, Q) varying in the closure of a relative compact domain @ C R™ x b, ... Assume
that det Q # 0 for all (w, Q) € Q. Then there exists € > 0 such that for all ||(f,g,h)|s < €
there is a structure-preserving diffeomorphism

P T"xYXxVxO0O — T"xYxVxO

near the identity and a measure-theoretically large Cantor set Q' C O with the property
that the restriction of ® to T" x Y x V x Q' conjugates wd, + ) - 29, with (13).

One speaks of quasi-periodic stability [16, 15] if the conclusion of theorem 5 holds true.
Early papers were foremost concerned with exclusively using the y—variables for the nec-
essary control of w and €. Denoting the eigenvalues of €2 by

ﬂl:i:iOél,...,ﬁriiOdT,(52T+1,...,5q

we have J; # 0 because det 2 # 0 and «; # 0 by convention (otherwise the corresponding
B; would be among the §;’s). The purely imaginary eigenvalues are the ones with 3; = 0.
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We also write alternatively 4y, ..., J, for all normal eigenvalues to have a uniform notation
when helpful.

During the proof of theorem 5 one has to solve a counterpart of the linearized homolog-
ical equation (6). Next to the small denominators 27i(k | w) stemming from (7) this leads
to additional small denominators as one has to invert the linear operators 2wi(k | w) — Q
and 27i(k | w) — ad 2, where (ad Q)(A) := [, A] = QA — AQ is the adjoint operator and
scalars are shorthand notation for scalar multiples of the respective identity mapping. The
additional Diophantine conditions

A A ke -6 = o (14)

. k|
kez™  J=1l,...q
k=0

and

A N I2rilk|w) - (6 —a) = ,,Z,T (15)
kezm 7,01=1,....q
k£0

provide the necessary lower bounds and were first formulated by Mel'nikov [34]. The two
Mel'nikov conditions (14) and (15) together with (4) are implied® by the Diophantine

conditions N
AN N Prklw) + ¢y > T (16)
keZr  Lez”
k£0  |<2

which prevent normal-internal resonances between the normal frequencies o; and the inter-
nal frequencies w; (and also resonances among the internal frequencies, using ¢ = 0). Note
that the real eigenvalues dg,41, . ..,d, do not enter (16) and complex eigenvalues §; + ic;
with 3; # 0 do not enter (14). As these hyperbolic eigenvalues can always be split off by
means of a centre? manifold, cf. [27], we restrict from now on to elliptic tori with purely
imaginary eigenvalues +iaq, ..., *ia,., so in particular ¢ = 2r.

Mel'nikov [34, 35| concentrated on the Hamiltonian case (so m = n and r = p) and
claimed quasi-periodic stability under Kolmogorov’s condition (3) on the (internal) fre-
quency mapping if furthermore

A A 2k w) + (¢laly) # 0

kezZm LeZ”
6]=1,2

for all y € Y, in particular excluding multiple eigenvalues. Proofs were later given by
Kuksin [32, 33|, Eliasson [22], Poschel [40] and Riissmann [42, 43], using Riissmann’s non-
degeneracy condition (9). In fact elliptic tori, for which the extended frequency mapping

(w,a) : Y — R"xR" (17)

3We assume that v > 0 is smaller than the smallest absolute value of the non-zero real parts of the
eigenvalues.

4Note that such a centre manifold does not have to be analytic and may even fail to be of class C°.
Here the finitely differentiable versions of KAM theory mentioned after the sketched proof of theorem 1
become indespensable.



with Y C R” can never be a submersion, formed an important motivation for the general-
ization to (9).

Moser [37] only used time rescaling (i.e. (9) with L = 1) to confront the lack-of-
parameter problem in (17). This allowed him to show quasi-periodic stability of elliptic
tori for r = 1 and of hyperbolic® tori if all eigenvalues are real, both for Hamiltonian
systems and for reversible systems (for which he restricted to the classical case m = n).
Graff [23] and Zehnder [52, 53] then showed persistence of all hyperbolic tori, together with
their stable and unstable manifolds.

Broer, Huitema and Takens [29, 16, 14] studied how external parameters A € O C R*
can be used to exert a form of control on the amended frequency mapping

(w7Q> Y x0 — R"x hmat (18)
that suffices to prove quasi-periodic stability. The key ingredient is the adjoint action

Gmat X bmat - bmat
(T,Q) — TOT-! (19)

which is an embryonic version of how the structure-preserving diffeomorphisms act on the
vector fields in 9. The requirement that Gae be an algebraic subgroup of GL(g, R) ensures
that the orbits of (19) are smooth submanifolds of .., see [21]. The centralizer

mat’

ker(ad Q)T = { AN )

mﬁﬁzo} (20)

is transverse to the orbit Gyt - €2 of (19). Thus the co-dimension of this orbit within b
is ¢ = dim ker(ad Q)7 and the amended frequency mapping (18) can be composed to

mat

(w,moQ) : YxO — R"xR®, (21)

shrinking @ a bit if necessary to obtain a global co-dimension c¢. Broer, Huitema and
Takens [16] required (21) to be submersive, which is equivalent to (18) being transverse
to the adjoint orbits. In particular 2,(y) provides a universal unfolding of 5 = Qy,(yo).
In [16] the case that all eigenvalues of )y are simple was treated; assuming furthermore
that all eigenvalues are purely imaginary we have ¢ = r and can identify (21) with the
extended frequency mapping on Y x Q.

Quasi-periodic stability is rather strong as Diophantine tori not only persist under small
perturbations, but also retain their normal linear behaviour. Weakening the assumption
of simple non-zero eigenvalues typically also results in a weaker conclusion, see below.
However, Xu [48], You [51] and de Jong [30] obtained quasi-periodic stability for lower-
dimensional invariant tori in Hamiltonian systems with multiple eigenvaluesin1:1:---:1
resonance.

STori for which all eigenvalues of 2 are hyperbolic, having non-zero real part. Such tori are not normally
hyperbolic because of the parametrising y—variable with trivial dynamics. Only their union T x Y is a
normally hyperbolic manifold.
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In Hamiltonian systems the harmonic oscillators (2) are in 1:1 resonance if not only their
frequencies coincide, but furthermore the Hessean D?H is positive (or negative) definite.
The indefinite case is called 1:—1 resonance, here the equilibrium is neither a minimum
nor a maximum of the Hamiltonian H. In e.g. reversible systems there is no distinction
between a 1:1 and a 1:—1 resonance, all multiple frequencies posing the same problems.

Ciocci [19, 20], Broer, Hoo and Naudot [28, 12] completely drop the requirement that
all eigenvalues be simple, but retain the condition det {2y # 0. The universal unfolding
of a matrix )y with a double pair of purely imaginary eigenvalues contains both matrices
where this dissolves to two simple pairs of purely imaginary eigenvalues and matrices where
the eigenvalues split off from the imaginary axis. This is reflected in the resulting quasi-
periodic stability which still exerts full control on the normal linear behaviour. The details
of the quasi-periodic bifurcation accompanying this transition are governed by higher order
terms, see [25, 8, 5].

Multiple frequencies appear where the second Mel'nikov condition (15) is not fulfilled.
For a purely imaginary eigenvalue 6 = i the complex conjugate § = —§ is a purely
imaginary eigenvalue as well, so (15) is also violated by a resonance

2k |w) = 20q; (22)

even if the first Mel'nikov condition (14) is satisfied. Passing to a 2:1 covering space by
means of co-rotating van der Pol co-ordinates leads to the eigenvalue 0. The lifted vector
field is equivariant with respect to the deck group {id, F'} of the covering space.

For a simple eigenvalue 0 this situation had already been anticipated in [16]. Let @const
and b, denote the constant vector fields of the form o0, in 8 and b, respectively, and
assume® that these spaces have the same dimension. Then

ad(woal, + Q- Zaz) © Bconst — hconst (23)
00, +— —Qy-00, = [w0y + Qo+ 20,,00,]

is invertible if and only if
ker Qo N Beonss = {0} . (24)

Invertibility of (23) ensures that the constant part of any perturbing vector field can
be transformed away. Consider now the Lie algebra r = 9 of (dissipative) vector fields
fO, + ho, on T" x R! that are equivariant with respect to the group {id, F'} generated by
the involution F'(x, z) = (x, —=z). This enforces Qy = 9,h(z,0) = 0 (even for non-integrable
vector fields) but also Geonst = {0} whence (24) is still satisfied.

In [6] this is generalized to multiple zero eigenvalues. The resulting quasi-periodic
stability again exerts full control on the normal linear behaviour of the persisting tori. The
amended frequency mapping (18) now also provides a universal unfolding of the nilpotent
part of €. In the reversible case Geonst = Fix(R) and b, = Fix(—R) yield persistence
of a family of tori undergoing a quasi-periodic pitchfork bifurcation, see [6, 26].

6This holds true if £ = 9 and also in the reversible case, where @const = Fix(R) and b, = Fix(—R)
both have dimension p.
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Bourgain [2, 3], Xu and You [50, 49] not only allow for multiple frequencies, but drop
the second Mel'nikov condition (15) altogether (and not restricted to a single k € Z™ as
in (22)). They still obtain persistence of the tori themselves, but all control on the normal
linear behaviour is lost. As exemplified in [9] for resonances (22) the corresponding gap
opened by (15) leads to a loss of ellipticity through frequency-halving bifurcations at the
boundary and the gap is completely filled by the resulting hyperbolic tori.

4 Bifurcations of tori

The very existence of the invariant tori becomes questionable if the first Mel'nikov condi-
tion (14) is dropped. This condition excludes resonances

2r(k |w) = q (25)

which lead in co-rotating van der Pol co-ordinates to the eigenvalue 0 on T" x Y x V itself
(and not on a 2:1 covering space) whence (24) might no longer be satisfied. Moser [37] did
not require det 29 # 0 and also did not explicitly work with parameters, but postulated
modifying terms 6 € R™, o € ker Q" and © € ker(ad Q)”. These form a vector field

00, + (6 +©-2)0,

that has to be subtracted from the perturbed vector field (13) to ensure the conjugacy
with wo0d, + Qo - 20,. Note the resemblance with (21): 6 provides the variation of the
frequency vector wy and Q(0) = Qy + O is a universal unfolding of . Furthermore we
see that we can restrict to ¢ € ker Q' N b, - A non-removable constant vector field
00, pushes the invariant tori away from {z = 0} — these may even cease to exist. To
clarify the latter point, and also to obtain information on the normal linear behaviour of
tori T" x {y} x {2z} that do exist, one needs conditions on the higher order terms: these
have to be non-degenerate, as formulated in [47] using the modifying terms approach. In
fact, the non-degeneracy conditions in KAM theory rather correspond to the transversality
conditions in bifurcation theory, which is why the following definition is proposed in [10].

Definition 6 (BHT-versality) A family of vector fields on T" x Y x V with dominant
part

wA(Y)0z + (oa(y) + Q(y) - 2) 0. (26)
is BHT-versal at (y, A) = (yo, Ao) € Y x O if at (yo, Ao) the modifying frequency mapping

(w70-7Q): YxO — Rnxbconstxh

mat

1S transverse to
{wro(mo)} x ImQy(yo) X Gmat - g (%0)

where Gt - Qo denotes the orbit of €y under the adjoint action (19) of Gy on b

mat
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Figure 2: The hyperbolic reversible umbilic bifurcation.

If o), (y0) = 0 then T" x {yo} x {0} is an invariant torus of (26) at A = Ag. As an example
let us consider the vector field

2 2
2y £ 218
z2

wA(Y)0r + 21200, — 5

(27)
on T" x Y x R2. Here ) vanishes completely for the invariant tori T" x {yo} x {0}. The
d,—component is a Hamiltonian vector field, the Hamiltonian function being the singular-
ity Di. This is the generic situation for an equilibrium of a one-degree-of-freedom system
with linearization Qy = 0, see [4] and references therein. The versal unfolding is given by
the hyperbolic umbilic catastrophe for D} and by the elliptic umbilic catastrophe for D; .
Quasi-periodic stability of the resulting bifurcation scenario is proved in [11, 25].

The vector field (27) is also reversible with respect to (11), taking R(z) = (21, —22).
Following [24] this can be used to reduce the number of parameters from 3 to 2 and
unfold (27) by

1

A0 + (a2 +n()2) 0: — 5 (2 £ (31 —2a(y)z1) + 2ua(y)) 0, (28)

with 0,—component undergoing a (hyperbolic or elliptic) reversible umbilic bifurcation.
The two bifurcation diagrams are given in figures 2 and 3, see again [24] for more details.
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The family (28) does not satisfy the conditions of definition 6 and to obtain a family
that does satisfy these conditions we embed (28) into

224 22
W)\(y>aa: + (2122 + Vk(y)z2) azl - 9 — Kz + Mk(y) azQ . (29)

In the present situation Y denotes the vector space of reversible Hamiltonian vector fields
with subspace b of dominant parts (12) and ¢ denotes the Lie algebra of Hamiltonian vector
fields that are equivariant with respect to (11) with Lie subalgebra 8. Thus

b = sp_(2,R) = {Qesp(Q,]R) ‘ QR:—RQ} - {(2 g) y,meR}

Onat = SPL(2,R) = {(g _05) ‘561@}

while b« = Fix(—R) = < 0., > and 8eonst = Fix(R) = < 0,, >. The modifying
frequency mapping of (29) reads as

and

(y, A\ k) = (wx(y)rm(y)@zw(g Wéy) ))

14



and is transverse to
{(WAO(?JO),(),O)} g R™ x FiX(_R) X 5]37(2,1@)

provided that
(w,p,v) : YXxO — R (30)

is a submersion. Given an e—small reversible Hamiltonian perturbation X of (29), The-
orem 3.1 of [47], with the adjustments of [14, 26] to account for reversibility, then yields

o~

mappings W, o, §) satisfying

Oae(y,2) = wiy) + O() € R”

Pn.2) = () — 224 O(E) + 06) € R
Dalns) = (0 ) + 06 € wem

and having the following property. The solutions of 0, .(y,2) = 0 for which the result-
ing (Oxx(y), 2rx(y)) satisfies (16) determine invariant tori of X that have normal linear
behaviour conjugate to Oy ,(y) Oy + 2y x(y) 2 0.

Proposition 7 If (30) is a submersion then the quasi-periodic reversible umbilic bifur-
cation of (28) persists under small reversible Hamiltonian perturbations.

Sketch of proof. Normalizing the quadratic terms of X allows to turn them back into the
form in (27) by scaling z appropriately. Writing 7 »(y) = va(y) + O(e) and Ry .(y) =
k + O(e) for the nonzero” components of Qy .(y) we aim for %y ,.(y) = +0,,.(y). The

translation z — (21 — (, 22) turns the d,—component of (29) into

(zg + (2] —2C2 + (%) — 262 + 2,u,\(y)) .,

N =

(2122 + (nA(y) = €)22) 0., —

whence we choose ( = 3 (U ,(y) £Rax(y)) and make the trivial adjustment fi,.(y) =
pa(y) £ 3¢2 0

Alternatively, one can prove this result by dragging the reversing symmetry (11) through
the proof in [11].

Acknowledgment. I thank Henk Broer, George Huitema, Joop Kolk, Ferdinand Verhulst
and Florian Wagener for valuable discussions and helpful remarks. Furthermore I thank
the anonymous referee for pointing out an error in the first version.

"Note that the diagonal components of Q ax(y) still vanish because of reversibility.

15



References

[1]

V.I. Arnol’d : Proof of a theorem of A. N. Kolmogorov on the invariance of quasi-periodic motions
under small perturbations of the Hamiltonian ; Russ. Math. Surv. 18(5), p. 9 — 36 (1963)

J. Bourgain : Construction of quasi-periodic solutions for Hamiltonian perturbations of linear equa-
tions and applications to nonlinear PDE ; Int. Math. Res. Notices 1994(11), p. 475 — 497 (1994)

J. Bourgain : On Melnikov’s persistency problem ; Math. Res. Lett. 4, p. 445 — 458 (1997)

H.W. Broer, S.-N. Chow, Y. Kim and G. Vegter : A normally elliptic Hamiltonian bifurcation ; Z.
angew. Math. Phys. 44, p. 389 — 432 (1993)

H.W. Broer, M.C. Ciocci and H. Hanfimann : The quasi-periodic reversible Hopf bifurcation ;
p- 2605 — 2623 in : Recent Advances in Nonlinear Dynamics. Theme section dedicated to André
Vanderbauwhede (eds. E. Doedel, B. Krauskopf and J. Sanders) Int. J. Bif. Chaos 17 (2007)

H.W. Broer, M.C. Ciocci, H. Hanfimann and A. Vanderbauwhede : Quasi-periodic stability of
normally resonant tori ; Physica D 238, p. 309 — 318 (2009)

H.W. Broer, R. Cushman, F. Fasso and F. Takens : Geometry of KAM tori for nearly integrable
Hamiltonian systems ; Erg. Th. Dyn. Syst. 27, p. 725 — 741 (2007)

H.W. Broer, H. Hanfimann and J. Hoo : The quasi-periodic Hamiltonian Hopf bifurcation ; Nonlin-
earity 20, p. 417 — 460 (2007)

H.W. Broer, H. Hanfimann, A. Jorba, J. Villanueva and F.O.0O. Wagener : Normal-internal resonances
in quasi-periodically forced oscillators : a conservative approach ; Nonlinearity 16, p. 1751 — 1791
(2003)

H.W. Broer, H. Hanfimann and F.O.0O. Wagener : Quasi-Periodic Bifurcation Theory : the geometry
of KAM (in preparation)

H.W. Broer, H. Hanfimann and J. You : Umbilical Torus Bifurcations in Hamiltonian Systems ; J.
Diff. Eq. 222, p. 233 — 262 (2006)

H.W. Broer, J. Hoo and V. Naudot : Normal linear stability of quasi-periodic tori ; J. Diff. Eq. 232,
p- 355 — 418 (2007)

H.W. Broer and G.B. Huitema : A proof of the isoenergetic KAM-theorem from the “ordinary” one ;
J. Diff. Eq. 90, p. 52 — 60 (1991)

H.W. Broer and G.B. Huitema : Unfoldings of Quasi-periodic Tori in Reversible Systems ; J.
Dynamics Diff. Eq. 7, p. 191 — 212 (1995)

H.W. Broer, G.B. Huitema and M.B. Sevryuk : Quasi-Periodic Motions in Families of Dynamical
Systems : Order amidst Chaos ; LNM 1645, Springer (1996)

H.W. Broer, G.B. Huitema and F. Takens : Unfoldings of quasi-periodic tori ; Mem. AMS 83 #421,
p. 1 — 81 (1990)

H.W. Broer and F. Takens : Unicity of KAM tori ; Erg. Th. Dyn. Syst. 27, p. 713 — 724 (2007)

L. Chierchia and G. Gallavotti : Smooth prime integrals for quasi-integrable Hamiltonian systems ;
Nuovo Cimento B 67, p. 277 — 295 (1982)

M.C. Ciocci :  Bifurcations of periodic points in families of reversible mappings and of quasi-periodic
solutions in reversible systems ; Ph.D. thesis, Universiteit Gent (2003)

M.C. Ciocci : Persistence of quasi periodic orbits in families of reversible systems with a 1:1 resonance ;
p. 720 — 725 in : Equadiff 2003, Hasselt 2003 (eds. F. Dumortier et al.) World Scientific (2005)

16



[21]
[22]

[23]

J.J. Duistermaat and J.A.C. Kolk : Lie Groups ; Springer (2000)

L.H. Eliasson : Perturbations of stable invariant tori for Hamiltonian systems ; Ann. Sc. Norm. Sup.
Pisa, Cl. Sci., Ser.IV 15(1), p. 115 — 147 (1988)

S.M. Graff : On the Conservation of Hyperbolic Invariant Tori for Hamiltonian Systems ; J. Diff.
FEq. 15, p. 1 -69 (1974)

H. Hanfmann : The reversible umbilic bifurcation ; p. 81 — 94 in : Time-reversal symmetry in
dynamical systems, Warwick 1996 (ed. J.S.W. Lamb) Physica D 112 (1998)

H. HanBmann : Local and Semi—Local Bifurcations in Hamiltonian Dynamical Systems — Results
and Examples ; LNM 1893, Springer (2007)

H. Hanfmann : Quasi-periodic Bifurcations in Reversible Systems ; p. 51 — 60 in : New Directions
in Dynamical Systems, Leiden 2009 (eds. H. Hanfimann, A.J. Homburg and S. van Strien) Reg. &
Chaot. Dyn. 16 (2011)

M.W. Hirsch, C.C. Pugh and M. Shub : Invariant Manifolds ; LNM 583, Springer (1977)

J. Hoo : Quasi-periodic bifurcations in a strong resonance : combination tones in gyroscopic stabi-
lization ; Ph.D. thesis, Rijksuniversiteit Groningen (2005)

G.B. Huitema : Unfoldings of Quasi-Periodic Tori; Ph.D. thesis, Rijksuniversiteit Groningen (1988)
H.H. de Jong : Quasiperiodic breathers in systems of weakly coupled pendulums ; Ph.D. Thesis,
Rijksuniversiteit Groningen (1999)

A.N. Kolmogorov: O coxpaHeHUM yCJIOBHO-IEPUOANUECKUAX NBIKEHUN IPU MAJIOM U3MEHEHUU
¢yurimmu Tamunbrona ; lowka. akan. mayk CCCP 98, p. 527 — 530 (1954) — translated as :
Preservation of conditionally periodic movements with small change in the Hamilton function ; p.
51 — 56 in : Stochastic Behavior in Classical and Quantum Hamiltonian Systems, Como 1977 (eds.
G. Casati and J. Ford) Lect. Notes Phys. 93, Springer (1979) — reprinted p. 81 — 86 in : Chaos (ed.
Bai Lin Hao) World Scientific (1984)

S.B. Kuksin : Hamiltonian perturbations of infinite-dimensional linear systems with an imaginary
spectrum ; Funct. Anal. Appl. 21, p. 192 — 205 (1987)

S.B. Kuksin : Nearly integrable infinite-dimensional Hamiltonian systems ; LNM 1556, Springer
(1993)

V.K. Mel’'nikov : On some cases of conservation of conditionally periodic motions under a small
change of the Hamiltonian function ; Sov. Math. Dokl. 6(6), p. 1592 — 1596 (1965)

V.K. Mel’nikov : A family of conditionally periodic solutions of a Hamiltonian system ; Sov. Math.
Dokl. 9(4), p. 882 — 886 (1968)

J. Moser : On Invariant Curves of Area-Preserving Mappings of an Annulus ; Nachr. Akad. Wiss.
Gottingen, II. Math.-Phys. KI. 1962(1), p. 1 — 20 (1962)

J. Moser : Convergent Series Expansion for Quasi-Periodic Motions ; Math. Ann. 169, p. 136 — 176
(1967)

J. Moser :  Stable and Random Motions in Dynamical Systems ; Ann. Math. Stud. 77, Princeton
Univ. Press (1973)

J. Péschel : Integrability of Hamiltonian Systems on Cantor Sets ; Comm. Pure Appl. Math. 35, p.
653 — 696 (1982)

J. Poschel :  On Elliptic Lower Dimensional Tori in Hamiltonian Systems ; Math. Z. 202, p. 559 —
608 (1989)

17



[41]

[42]

J. Péschel : KAM ala R ; p. 17— 23 in : New Directions in Dynamical Systems, Leiden 2009 (eds.
H. HanBmann, A.J. Homburg and S. van Strien) Reg. & Chaot. Dyn. 16 (2011)

H. Riissmann : Non-degeneracy in the perturbation theory of integrable dynamical systems ; p. 5
— 18 in : Number Theory and Dynamical Systems, York 1987 (eds. M.M. Dodson, J.A.G. Vickers)
Cambridge Univ. Press (1989)

H. Riissmann : Invariant tori in non-degenerate nearly integrable Hamiltonian systems ; Reg. &
Chaot. Dyn. 6(2), p. 119 — 204 (2001)

H. Riissmann : KAM iteration with nearly infinitely small steps in dynamical systems of polynomial
character ; p. 683 — 718 in : KAM Theory and its Applications, Leiden 2008 (eds. H'W. Broer,
H. HanBmann and M.B. Sevryuk) Discr. Cont. Dyn. Syst. S 3 (2010)

M.B. Sevryuk : Reversible systems ; LNM 1211, Springer (1986)
F. Takens : A Cl-—counterexample of Mosers’s twist theorem ; Indag. math. 33, p. 378 — 386 (1971)

F.0.0. Wagener : A parametrised version of Moser’s modifying terms theorem ; p. 719 — 768 in :
KAM Theory and its Applications, Leiden 2008 (eds. HW. Broer, H. Hanimann and M.B. Sevryuk)
Discr. Cont. Dyn. Syst. S 3 (2010)

J. Xu : Persistence of elliptic lower-dimensional invariant tori for small perturbation of degenerate
integrable Hamiltonian systems ; J. Math. Anal. Appl. 208, p. 372 — 387 (1997)

J. Xu : Normal form of reversible systems and persistence of lower dimensional tori under weaker
nonresonance conditions ; STAM J. Math. Anal. 36, p. 233 — 255 (2004)

J. Xu and J. You : Persistence of lower-dimensional tori under the first Melnikov’s non-resonance
condition ; J. Math. Pures Appl. 80(10), p. 1045 — 1067 (2001)

J. You : Perturbations of Lower Dimensional Tori for Hamiltonian Systems ; J. Diff. Fq. 152, p. 1
- 29 (1999)

E. Zehnder : Generalized Implicit Function Theorems with Applications to Some Small Divisor
Problems I ; Comm. Pure Appl. Math. 28, p. 91 — 140 (1975)

E. Zehnder : Generalized Implicit Function Theorems With Applications To Some Small Divisor
Problems II ; Comm. Pure Appl. Math. 29, p. 49 — 111 (1976)

18



