Combined inner and outer loop feedback in an intelligent tutoring system for statistics in higher education
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Abstract
Intelligent tutoring systems (ITSs) can provide inner loop feedback about steps within tasks, and outer loop feedback about performance on multiple tasks. While research typically addresses these feedback types separately, many ITSs offer them simultaneously. This study evaluates the effects of providing combined inner and outer loop feedback on social sciences students’ learning process and performance in a first-year university statistics course. In a 2 x 2 factorial design (elaborate inner loop vs. minimal inner loop and outer loop vs. no outer loop feedback) with 521 participants, the effects of both feedback types and their combination were assessed through multiple linear regression models. Results showed mixed effects, depending on students’ prior knowledge and experience, and no overall effects on course performance. Students tended to use outer loop feedback less when also receiving elaborate inner loop feedback. We therefore recommend introducing feedback types one by one and offering them for substantial periods of time.
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1 | INTRODUCTION

Over the past decades, a huge number of computer-based learning environments have been developed that facilitate learning of many topics at all educational levels. One of their largest promises for enhancing learning is the provision of individualized and timely feedback on student work (Pardo, 2018; VanLehn, 2011). Fulfilling this promise is not straightforward, though, because there are many design choices to make when implementing feedback, regarding specificity, timing, type and complexity of information provided, and visual presentation (Shute, 2008). To better understand the consequences of such design choices, many theories have been developed about whether and how feedback contributes to student learning and motivation, both in general (Hattie & Timperley, 2007; Kluger & DeNisi, 1996; Shute, 2008) as well as specifically for computer-based settings (Pardo, 2018; Van der Kleij, Feskens, & Eggen, 2015). Attempts have been made to capture feedback in all its appearances in one model, such as Kluger and DeNisi’s (1996) feedback intervention theory and Pardo’s (2018) model for data-supported feedback. These models have in common that there is a large variety in feedback effects – positive and negative – on student learning and motivation across feedback operationalizations. Factors that influence feedback effects include not only feedback design, but also the instructional context and the learners involved (Narciss & Huth, 2004). The overall tendency in the research literature is that feedback, both in general and in computer-based learning environments, may contribute to learning (Van der Kleij et al., 2015). It is, therefore, not surprising that feedback provided by computer-based learning environments has become widespread in education (Gikandi, Morrow, & Davis, 2011).

Computer-based learning environments that provide sophisticated individualized feedback are called Intelligent tutoring systems...
(ITs). In ITs, two general feedback types can be distinguished: inner loop feedback on stepwise solutions for single tasks, and outer loop feedback over complete tasks or multiple tasks at once (Santos & Jorge, 2013; VanLehn, 2006). Inner loop feedback typically provides information about the correctness of a (partial) solution, combined with guidance on how to resolve mistakes and how to proceed in solving the current task. According to VanLehn (2006), availability of inner loop feedback classifies a computer-based learning environment as an ITS. Outer loop feedback concerns the student's current knowledge state regarding the domain and the selection of appropriate subsequent tasks or study activities. For both types, positive effects on student learning have been reported (see, e.g., VanLehn (2011) for inner loop feedback and Bull and Kay (2016) for outer loop feedback). As a consequence, both types of feedback have been implemented in computer-based learning environments that are used in educational practice today.

Implementing research findings in educational practice, however, is not straightforward (Vanderlinde & van Braak, 2010). To enable drawing causal inferences, the research community puts great emphasis on randomized experiments and controlling context variables (Farley-Ripple, May, Karpyn, Tilley, & McDonough, 2018). Consequently, many studies focus on only one of the feedback types (inner loop or outer loop feedback) and only on specific aspects (Narciss et al., 2014). In contrast, teachers and educational designers are inclined to use multiple promising approaches for delivering rich, inspiring education. As a consequence, many ITs provide inner and outer loop feedback simultaneously, thus offering guidance both at the level of constructing step-by-step solutions to tasks as well as at the level of task selection. Ideally, this results in optimal guidance to students during their engagement with the ITS; it might, however, also lead to an overwhelming amount of feedback information for students. To our knowledge, this question of whether combining inner and outer loop feedback influences their effects has not been studied yet.

The aim of this study is, therefore, to assess the effects of offering inner and outer loop feedback concurrently. To this end, an ITS providing both inner and outer loop feedback was offered to students in social sciences bachelor programs, in a large enrolment first-year statistics course. The topic of statistics was deemed suitable for providing ITS feedback, because statistics courses are challenging for many students (Tishkovskaya & Lancaster, 2012). Students struggle to understand the large number of complex concepts involved, such as sampling variability, probability distributions and p-values (Castro Sotos, Vanhoof, Van den Noortgate, & Onghena, 2007). A particularly important and challenging topic is the method of null hypothesis significance testing (further referred to as ‘hypothesis testing’), which does not only require understanding of these complex concepts, but also an ability to follow a complex line of reasoning involving uncertainty (Falk & Greenbaum, 1993; Garfield et al., 2008). Besides this challenging character of the topic, a second reason for implementing and evaluating ITS feedback in such a course was the large group size, which makes providing individual guidance and feedback difficult for the teachers involved. The guiding research question for this evaluation was: What effects does providing both inner and outer loop feedback on online homework have on students’ learning process and course performance in a university statistics course?

2 WHAT IS FEEDBACK?

Let us first take a closer look at how existing feedback theories postulate the effects of feedback. Pardo (2018), after reviewing feedback literature, defined feedback as follows:

A process to positively influence how students engage with their work in a learning experience so that they can improve its overall quality with respect to an appropriate reference and increase their self-evaluative capacity. (Pardo, 2018, p. 433)

Four elements of this definition are worth highlighting when considering feedback effects. First, the phrases ‘positively influence’ and ‘improve its overall quality’ emphasize the general aim of enhancing the learning process. Second, and more important, the word ‘process’ signifies that feedback entails much more than instantaneous information delivery to a student. This also becomes clear from Pardo’s model for data-supported feedback, depicted in Figure 1: Information & Delivery comprises only one of 10 components in the feedback process. It is preceded by a phase of collecting evidence about the student’s learning process (nodes 5 and 7), which is influenced by factors including the student’s knowledge, goals and strategies (nodes 2, 3, 4 and 6). This evidence allows for tailoring the feedback information to the student’s individual needs (Gikandi et al., 2011). The collected evidence is then analysed (nodes 8 and 9), before the feedback information is delivered to the student (node 10). Next, another important phase of the feedback process takes place: the student assimilates the information, which may result in changes in the student’s knowledge, beliefs, attitudes, goals and/or strategies and tactics (Pardo, 2018; Timmers, Braber-van den Broek, & Van den Berg, 2013).

The third element of Pardo’s feedback definition that is worth highlighting is the phrase ‘with respect to an appropriate reference’. Feedback information can only impact learning if the student knows which goals or standards to strive for. This is referred to as the feedback-standard gap (Kluger & DeNisi, 1996): feedback signals whether there is a gap between the student’s current state and a desired state. If the student’s current state is not up to the level of the desired state, the feedback should evoke a desire to close or reduce this gap. Hence, effective feedback should help students clarify what good performance is, in terms of desired goals or standards, and provide opportunities to close the gap between current and desired performance (Nicol & Macfarlane-Dick, 2006).

The fourth and final phrase from Pardo’s feedback definition that we highlight is ‘increase their self-evaluative capacity’. A characteristic of higher education, where our study is situated, is that students are expected to work independently on learning activities, especially in large enrolment courses such as first-year statistics courses. Because
of this characteristic and of the goal of higher education to prepare students for professional careers, feedback in higher education should facilitate the development of reflection on learning (Nicol & Macfarlane-Dick, 2006).

To summarize, from Pardo’s feedback model and related literature we take that (a) feedback is a process, including phases of evidence collection and analysis, information delivery, and students’ use of the feedback; (b) feedback should address the gap between current and desired performance and offer opportunities to close this feedback-standard gap; and (c) feedback should facilitate students’ reflection on learning. In the following two sections, we outline how these feedback principles informed the two feedback implementations in this study: a domain reasoner for hypothesis testing as elaborate inner loop feedback and inspectable student models as outer loop feedback. We explicitly address these principles in the design description, which makes this study not only an evaluation of offering the combination of the two feedback types, but also of the usefulness of these guiding theory-based principles for designing feedback.

3 | INNER LOOP FEEDBACK: DOMAIN REASONERS

Inner loop feedback is feedback on intermediate steps in the solution to a task (VanLehn, 2006). It provides information about the correctness of the student’s solution to the task so far. The evidence needed to generate this information consists of the student’s steps in solving tasks. To analyse this evidence, the ITS needs to have domain knowledge: knowledge of the rules required to solve tasks in the domain at stake. In this study, the domain at stake is the topic of hypothesis testing. The component of the ITS that deals with this domain knowledge is referred to as domain reasoner (Goguadze, 2011). Two prevailing paradigms for the design of domain reasoners are model-tracing, in which the domain reasoner checks whether the student’s solution so far follows the rules of a model solution (Anderson, Corbett, Koedinger, & Pelletier, 1995), and constraint-based modelling, in which the domain reasoner evaluates whether the student’s solution violates one or more predefined constraints (Mitrovic, Martin, & Suraweera, 2007). For the topic of hypothesis testing, domain reasoners have been designed following each of the paradigms (Kodaganallur, Weitz, & Rosenthal, 2005) and even combining both (Tacoma, Heeren, Jeuring, & Drijvers, 2019).

Information delivery typically happens after each intermediate step a student takes in solving a task. If the student’s solution path is correct but not complete yet, the feedback generally acknowledges this and encourages the student to continue solving the task. This encouragement implicitly signifies the incompleteness of the solution, which is a gap between current and desired performance. For incorrect solution paths, the feedback usually addresses this gap more directly, by providing information about the error and ways to repair it (Zakharov, Mitrovic, & Ohlsson, 2005). Van der Kleij et al. (2015) found that providing elaborate information is generally more effective for learning than just providing information about the correctness of the response, but noted that the type of elaborate information provided in different studies varied widely. According to Evans (2013) and Zakharov et al. (2005), such information should enable students to gain insights about underlying concepts, without explicitly dictating what the next step or these insights should be. Ideally, students would use such information to reflect on their current understanding of the concepts involved and to improve their solution to the task (VanLehn, 2011). In his review, VanLehn found that ITSs providing feedback at the level of intermediate steps are as effective as human tutors, with a mean effect size of $d = 0.76$ compared to no tutoring. Other research findings were less optimistic: for example, Narciss et al. (2014) found that students more often gave up on tasks when feedback elaborately addressed key concepts. In the domain reasoner feedback designed for the current study, therefore, we strived for providing enough, but not too much information, by briefly mentioning key concepts in hypothesis testing and relevant relations between them.

4 | OUTER LOOP FEEDBACK: INSPECTABLE STUDENT MODELS

According to VanLehn (2006), the main concern of the outer feedback loop of an ITS is the sequencing of tasks. The most rigid way of
sequencing tasks is offering them in a predefined, fixed order. In this case, no actual feedback is involved. Alternatively, the ITS could analyse evidence from prior work to estimate the student’s current knowledge state and use this information to select appropriate tasks. This estimation of student knowledge is called a student model (Brusilovsky & Millán, 2007). Such informed task selection could be interpreted as feedback, albeit rather implicitly; after analysing evidence, the ITS provides the information: ‘I think that this problem is appropriate for you right now’. Thus, it provides opportunities to close the feedback-standard gap, but without explicitly indicating what this gap is.

A third alternative for task sequencing is to offer a set of tasks and let the student decide. In this case, the student model that informed task selection in the previous alternative can be used as explicit feedback to aid students in the task selection process. When the student model is visualized and delivered to the student, it is called an inspectable student model (Bull & Kay, 2016). In its most popular form, the student model represents the student’s knowledge state as a subset of expert-level knowledge of the domain (Brusilovsky & Millán, 2007). It allows the student to quickly identify a feedback-standard gap as those knowledge components - elements of knowledge in the domain under study - for which the current knowledge state is below the expert-level. An example of an inspectable student model that was used in this study is shown in Figure 2. Especially the low percentages for the elements ‘Recognizing main effects and interaction effects’ and ‘Effect size’ indicate a feedback-standard gap. Based on this information, a student could decide to work on more tasks addressing these topics. Besides this function of informing task selection, the information can also influence the student’s knowledge, beliefs and attitudes - for example, when the student believes to understand an element well, but finds a low percentage in the student model. In this way, inspectable student models may promote reflection (Bull & Kay, 2016; Long & Aleven, 2011). Finally, inspectable student models could provide opportunities to close the feedback-standard gap, for example by suggesting appropriate follow-up tasks (e.g., Sosnovsky & Brusilovsky, 2015).

Although the ideas behind inspectable student models have become common (Bull & Kay, 2016), questions such as how to collect evidence and which information to provide to which students still receive considerable research attention. Sosnovsky and Brusilovsky (2015) found that using broader topics for collecting evidence, other than very detailed ones, results in less accurate models, but still provides a basis for successful personalization. For educational practice this is a promising result, given time constraints for teachers to develop detailed student models. Regarding information to provide, Al-Shanfari, Epp, and Baber (2017) found that students who were presented with more details and information about uncertainty in their student models, viewed their student models more often and worked on more tasks. Finally, several studies suggest that low-achieving students benefit more from availability of student models than high-achieving students, especially when student models include a social component (Brusilovsky, Somyürek, Guerra, Hosseini, & Zadorozhny, 2015) or when they are combined with support for task selection (Mitrovic & Martin, 2007). In the current study, we focus on the effects of offering student models without such additional support, this being the most common implementation in educational practice.

5 | MATERIALS AND METHODS

5.1 | Participants

The study was carried out within a first-year statistics course at a Dutch research university. This course was mandatory for all students who enrolled in any social science bachelor program. Participants in this study were 521 out of the cohort of 1,294 students who met all inclusion criteria as described in Section 5.3. The majority of students, 82%, were female, and their ages varied between 17 and 28 years ($M = 19$ years and 11 months, $SD = 1$ year and 5 months).

Students took the 8-week Methods and Statistics course after an Introductory Methods and Statistics course. The course was offered in three variants, for three different groups of students:

- Educational sciences (EDU, 94 students included out of the 186 enrolled);
- General social sciences, Cultural anthropology and Sociology (GCS, 150 students included out of the 390 enrolled);
- Psychology (PSY, 277 students included out of the 718 enrolled).

5.2 | Educational setting

The three course variants covered the same content. In five weeks of the course, students received online homework sets on statistical
topics: correlation, regression, one-way ANOVA, two-way ANOVA and Chi-square tests. These homework sets contained 5–10 tasks, each with 1–8 sub-tasks. The homework sets were delivered through the Digital Mathematics Environment, a computer-based learning environment developed by the Freudenthal Institute (Drijvers, Boon, Doorman, Bokhove, & Tacoma, 2013). The DME is a widespread learning environment for mathematics education in the Netherlands, used by approximately 80 secondary schools and higher education institutions. Participants already had experience with the DME from their introductory Methods and Statistics course. The five homework sets had been used in the previous academic year and were only slightly adjusted. One of the DME’s standard features, common in computer-based learning environments, is immediate verification feedback. For all tasks, students received feedback on the correctness of their solution immediately after answering. For incorrect solutions, no information was given about the correct solution, but students could attempt answering tasks until their solution was correct.

The course concluded with an exam that lasted for 2 hr and consisted of 30 four-option multiple-choice items: 15 on methods and 15 on statistics. In this study, only the students’ results on the statistics items were used. The exams for the GCS and PSY groups were identical. The EDU exam was offered later in the academic year and hence was different. Typical exam items, for example, provided partial SPSS-output of a statistical test for a given context, and students had hence to critically reflect on and expand their current knowledge of hypothesis testing. In other words, the feedback rationales presented in Section 5.2, all four versions provided immediate verification feedback on the correctness of responses to tasks.

5.3 Feedback design

In this study, two additional feedback types were implemented in the DME and evaluated: inner loop feedback on three hypothesis-testing tasks by means of a domain reasoner and outer loop feedback in the form of inspectable student models. By adding these two feedback types, the DME became an ITS as defined by VanLehn (2006). To facilitate evaluating the effects of both feedback types separately and in combination, four versions of the homework sets were designed: providing both domain reasoner feedback and student model feedback, domain reasoner feedback only, student model feedback only and none of the designed feedback types, respectively. As mentioned in Section 5.2, all four versions provided immediate verification feedback on the correctness of responses to tasks.

5.3.1 Design of inner loop feedback

Because hypothesis testing plays an important role in statistics, the homework sets contained many tasks that involved hypothesis testing. Most of these tasks were quite structured, paving the way for students to smoothly solve them and become familiar with the many abstract concepts that play a role in hypothesis testing. In particular, most tasks asked students to carry out a single step or a predefined sequence of steps in the hypothesis-testing procedure. As argued before, however, offering only such highly structured tasks may reduce the need for students to think for themselves (Evans, 2013). Therefore, in three of the five homework sets one highly structured hypothesis-testing task was replaced by an open-ended version, in which students could stepwise set up a hypothesis test for a given research context. To do so, they could select general steps (‘State hypotheses’, ‘Calculate the test statistic’, etc.) from a drop-down menu. After selecting a step, the student could complete it with specific details for the current task. For these three hypothesis-testing tasks, domain reasoner feedback was available. In the versions of the homework sets with domain reasoner feedback, students received feedback on the correctness of their solution so far, each time they completed a step. If the partial solution contained errors, the feedback provided information on how to resolve these errors. Furthermore, students could ask for a hint suggesting an appropriate next step. The versions of the homework sets without domain reasoner feedback did not offer such elaborate services: they only provided verification feedback on each single step, without further elaboration and without considering previous steps the student had taken. As such, the versions without domain reasoner feedback provided minimal inner loop feedback, while the domain reasoner provided elaborate inner loop feedback.

The evidence that the domain reasoner collected consisted of all steps the student had taken in the hypothesis-testing procedure so far. In the analysis phase, the domain reasoner checked whether the student was on a correct solution path and, if not, diagnosed which parts of the solution were inconsistent, incomplete or incorrect. For full details of the domain reasoner design, we refer to Tacoma et al. (2019). Figure 3 shows an example of information that was provided by the domain reasoner. For comparison, Figure 4 shows the feedback that was given for the same partial solution in the versions of the homework sets that provided minimal feedback. The domain reasoner feedback was intended to facilitate improvement of the current solution, hence providing opportunities to reduce the feedback-standard gap. Also, we tried to provide just enough information, allowing the students to think of some of the required steps by themselves and hence to critically reflect on and expand their current knowledge of hypothesis testing. In other words, the feedback pinpointed inconsistencies in student solutions and mentioned key concepts related to these inconsistencies, but did not explicitly describe how these inconsistencies could be resolved. By considering

![Figure 3](https://example.com/figure3.png)
the student’s entire solution so far, the domain reasoner forced students to add several essential steps for hypothesis-testing, and to add these steps in a logical line of reasoning. This was not the case in the versions of the homework sets with minimal feedback: here students could enter steps in any order they liked and could omit as many steps as they liked. Besides checking the correctness of partial solutions, the domain reasoner could also provide hints for appropriate next steps. Students could ask for a hint at any time while solving the tasks. Hints were formulated in general terms (‘State hypotheses’ or ‘Calculate the value of the test statistic’), so that the students still needed to fill in the details for the current situation.

Before the study, the domain reasoner had been implemented and evaluated in a course for psychology students (Tacoma et al., 2019). As a consequence, students in the PSY course variant already had experience with the domain reasoner feedback, while students in the EDU and GCS variants did not. For this study, improvements were made based on the previous evaluation and the domain reasoner software was extended to support tests for correlation, ANOVA and Chi-square.

5.3.2 |  Design of outer loop feedback

Each homework set had a student model, containing 9–14 knowledge components divided into two or three categories. When students opened the student model, all their attempts at answering tasks in the homework set so far were used to generate the student model. An example of a student model that was used is shown in Figure 2. The colouring served to help students identify where the feedback-standard gap was the largest. No explicit standards were communicated to the students (e.g., ‘keep practicing until you reached 80% for all knowledge components’).

Students could access the student models at all times while working on the homework tasks, and as many times as they liked. Furthermore, the final page of the homework sets explicitly mentioned the student models. Hence, after students had worked on all tasks of that week’s homework set, they were encouraged to use the student model to decide which topics they still needed to work on. To promote reflection, this page also contained more detailed descriptions of the knowledge components in the student models. After viewing the student model, students were free to choose whether and how to proceed their practice session. All homework tasks were optional and students could attempt tasks as many times as they liked. Allowing such resubmission offers students important opportunities to use the feedback from the student models in their learning process (Nicol & Macfarlane-Dick, 2006). Although tasks were not annotated with the knowledge components they contributed to, from the context it was often clear to which knowledge components they belonged. Students could also choose to (re)read topics in the textbook and to work on textbook tasks for topics that needed their attention.

The student model design was evaluated in two earlier courses (Tacoma, Sosnovsky, Boon, Jeuring, & Drijvers, 2018). Participants in the current study had been enrolled in one of these earlier courses and, consequently, were already familiar with inspectable student models.

5.4  |  Study design

Students were randomly assigned to one of the four conditions (domain reasoner and student models available, only domain reasoner available, minimal feedback and student models available, and only minimal feedback available). Randomization took place within the three course variants, ensuring approximately equal group sizes within all three variants. Students were only included as participants if they met all of the following criteria:

- They gave active consent for use of their DME work and exam results for this study (618 students excluded)
- They worked on the homework sets for at least 1 hr, including breaks of up to 5 min (55 students excluded)
- They worked on at least one task with stepwise construction of hypothesis tests (three students excluded)
- Their exam results for both the current course and the previous course were available (94 students excluded)
- They worked in only one condition (three students excluded)

These inclusion criteria resulted in 521 students being included. Table 1 summarizes the number of students in each course variant and each experimental condition. Age and gender distribution did not differ significantly between conditions (F(3,517) = 0.24, p = .868 for age and χ²(3) = 0.72, p = .869 for gender).

Data consisted of the students’ work in the DME, exam results in the course and exam results in the previous course. DME work included all attempts at all tasks, as well as information about student model viewing. After anonymization, these DME log data were used to calculate the students’ time-on-task in the DME, the number of open-ended hypothesis-testing tasks students correctly solved and the number of student model views, for those students who had student models available. From both exams, only the results on the statistics items were used. For the exam of the current course, values of Cronbach’s α for the 15 statistics items were .61 for the GCS and PSY variant and .56 for the EDU variant. For the regular exam of the previous course, Cronbach’s α for the 16 statistics items was similar, namely .59. Although these values are not high, they seem reasonable for exams that assess a wide variety of topics within the domain of statistics (e.g., choice of statistical test, stating hypotheses,
interpreting test output) with relatively few items (Taber, 2018). The exam results of the previous course were used as a measure of prior performance. The average of this prior performance score over all students was 11.3 points (SD = 2.5) and prior performance did not differ significantly between the four experimental conditions ($F(3, 517) = 0.28, p = .839$).

### Data analysis

Four outcome variables were used to describe the students' learning processes and performance: time-on-task, student model views, hypothesis-testing score and exam result. Descriptions of these outcome variables are given in Table 2. For each of these four outcome variables, a multiple linear regression model was created, using the experimental conditions and several other variables as predictors.

The outcome variable in Model 1, time-on-task, was measured as the number of hours that students worked in the DME and was expected to possibly be influenced by student model availability: students with student models available were expected to reflect more on their learning and hence, possibly, to choose to work on more tasks. At the same time, however, time-on-task was also expected to be largely determined by student characteristics, such as diligence and motivation, which were not directly measured in this experiment.

To enable taking these student characteristics into account in later models, it was, therefore, desirable to include time-on-task as independent variable in these models. Evidently, this could only be done if no strong relationship between experimental conditions and time-on-task would be found in Model 1, because otherwise time-on-task would not be an independent variable. Hence, Model 1 served to shed light on the relation between time-on-task and the experimental conditions, with the extra goal to assess whether time-on-task could be used as independent variable in later models.

Model 2, concerning the number of student model views, only included the students who had student models available. It allowed us to explore whether students with and without domain reasoner feedback used the student models differently. Model 3 concerned hypothesis-testing score: the number of hypothesis-testing tasks in the DME that students solved completely, out of the three stepwise hypothesis-testing tasks. This score was expected to be mainly influenced by domain reasoner availability. Finally, the outcome variable in Model 4, exam result, concerned the students' score on the 15 statistics items in the exam and was expected to be influenced by both feedback conditions. Besides the two experimental conditions,
five other variables were deemed important: prior course performance (score between 0 and 16), course variant (EDU, GCS, PSY), age (in years), gender, and time-on-task (if Model 1 would not yield strong dependence of time-on-task on experimental conditions). The most widespread method to take such covariates into account when evaluating experimental conditions is an ANCOVA, but this method does not account for potential effects of interactions between experimental conditions and covariates on the outcome variables. Since we were especially interested in such potential interaction effects – for example, to investigate whether the effect of student model availability on exam results was different for students with different prior performance scores – we opted for the more general approach of multiple linear regression.

For each of the four outcome variables, we started with a model including all predictor variables and interactions that were judged to be relevant. Table 2 summarizes the variables used at the start of creating each model. As argued above, time-on-task would only be included as predictor variable in Models 2 and 4 if no strong relationship between time-on-task and the experimental conditions would be found in Model 1. The predictor variables age, prior performance and time-on-task were always added centred to their mean. Next, step-by-step, non-significant interactions and predictors were removed from the model. In this phase, the experimental conditions and their interaction were retained in the models, regardless of their significance. Once a model was obtained in which all predictors apart from the experimental conditions were significant, this model was regarded as the complete model for that outcome variable. Because of the large influence that outliers can have on model parameters, outliers were removed and the model was fitted again, until no more outliers were found. The normality assumption of residual distribution and the assumption of homoscedasticity were checked as well. Next, to assess the influence of the experimental conditions and their interactions with predictor variables and with each other, these were removed from the complete model one by one. After each removal, the value of \( R^2 \) for the new model was calculated as measure of effect size, as well as an F-ratio for the comparison of the models before and after the removal.

### 6 | RESULTS

Table 3 summarizes the means and standard deviations of the outcome variables for all experimental conditions. In addition to the information in the table, it is worth mentioning that the students attempted on average 31 out of 34 tasks (SD = 5) and that the students with student models available viewed their student models for on average 48 s (SD = 63 s). Furthermore, students with domain reasoner feedback available on average requested approximately one hint per task. The results of the regression analyses are presented in the following four sections.

#### 6.1 | Time-on-task

The parameter estimates of the regression model predicting time-on-task are summarized in Table 4. One outlier was removed. The complete model explained 8% of the variation in students’ time-on-task. It showed no significant effects of either of the experimental conditions, nor of their interaction, on time-on-task in the DME. It did show a significant interaction effect between age and student model availability, suggesting that older students with student models available tended to work longer than younger students with student models available. This interaction effect accounted for 1.6% of the variance, a small but significant contribution to the model \( F[1, 512] = 9.15, p = .003 \). After removing the interaction between domain reasoner and student model availability, the availability of student models had a significant positive effect on students’ time-on-task. This effect is also reflected in the average time-on-task reported in Table 3, which was 6.1 hr for students with student models and 5.6 hr for students without. Removing student model availability from the model showed that it explained 0.9% of the variability in time-on-task, a small but significant contribution \( F[1, 514] = 4.62, p = .032 \). Since this relationship was only weak, it was deemed justifiable to include time-on-task as predictor variable in later regression models; these results imply that time-on-task seemed to be mainly determined by other factors than student model or domain reasoner availability.

### TABLE 3  Overview of outcome variables for students in the four experimental conditions

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>SM DR</th>
<th>No DR</th>
<th>All</th>
<th>No SM DR</th>
<th>No DR</th>
<th>All</th>
<th>All DR</th>
<th>No DR</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-on-task</td>
<td>Mean</td>
<td>6.0</td>
<td>6.1</td>
<td>6.1</td>
<td>5.6</td>
<td>5.7</td>
<td>5.6</td>
<td>5.8</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.3</td>
<td>2.4</td>
<td>2.4</td>
<td>2.5</td>
<td>2.4</td>
</tr>
<tr>
<td>Student model views</td>
<td>Mean</td>
<td>5.4</td>
<td>6.3</td>
<td>5.9</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>4.4</td>
<td>5.3</td>
<td>4.9</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Hypothesis-testing score</td>
<td>Mean</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.2</td>
<td>1.0</td>
<td>1.1</td>
<td>1.2</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>1.1</td>
<td>1.0</td>
<td>1.1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Exam result</td>
<td>Mean</td>
<td>11.0</td>
<td>11.2</td>
<td>11.1</td>
<td>11.3</td>
<td>11.1</td>
<td>11.2</td>
<td>11.1</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>2.5</td>
<td>2.3</td>
<td>2.4</td>
<td>2.5</td>
<td>2.4</td>
<td>2.4</td>
<td>2.5</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Abbreviations: DR, domain reasoner feedback available; SM, student model feedback available.
### 6.2 Student model views

The model predicting the number of student model views included the predictor time-on-task and its interaction with domain reasoner availability. Prior performance, age and gender were found not to be significant predictors. The parameter estimates and model fits for the complete model are given in Table 5. One outlier was removed and the model showed some heteroscedasticity; the number of student model views varied widely for high values of time-on-task and far less for low values of time-on-task.

The complete model explained 25% of the variance in number of student model views. It should be noted that this might be a slight overestimation, because of the above-mentioned heteroscedasticity. The model shows, not surprisingly, that students who worked more in the DME also tended to view their student models more often. Removing the interaction between domain reasoner and time-on-task from the model showed that this interaction term accounted for 3.4% of the variance and contributed significantly to the model ($F[1, 287] = 10.63, p = .001$). This means that while there was no main effect of domain reasoner availability, there was an interaction effect, which is illustrated in Figure 5. Of the students who used the DME intensively, those with domain reasoner feedback available viewed their student models less often than their peers who did not receive domain reasoner feedback.

### 6.3 Hypothesis-testing score

Since students in the PSY variant and domain reasoner conditions already had previous experience with the domain reasoner, whereas students in the other two course variants had not, an interaction effect between the domain reasoner condition and course variant was included in the regression model predicting students' hypothesis-testing score. The model’s parameter estimates are summarized in Table 6. No outliers were detected, but the normality assumption of
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**TABLE 4** Parameter estimates and model fits for Model 1: time-on-task predicted by experimental conditions, prior performance, age, gender and interactions

<table>
<thead>
<tr>
<th></th>
<th>Complete model</th>
<th>Interaction student model</th>
<th>Interaction domain reasoner</th>
<th>Student model</th>
<th>Domain reasoner</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>4.87***</td>
<td>4.83***</td>
<td>4.87***</td>
<td>5.13***</td>
<td>5.10***</td>
</tr>
<tr>
<td>Prior performance</td>
<td>0.13**</td>
<td>0.12**</td>
<td>0.12**</td>
<td>0.12**</td>
<td>0.12**</td>
</tr>
<tr>
<td>Age</td>
<td>0.08</td>
<td>0.32***</td>
<td>0.32***</td>
<td>0.32***</td>
<td>0.32***</td>
</tr>
<tr>
<td>Gender female</td>
<td>0.91**</td>
<td>0.94***</td>
<td>0.94***</td>
<td>0.93***</td>
<td>0.93***</td>
</tr>
<tr>
<td>Domain reasoner available</td>
<td>0.00</td>
<td>0.02</td>
<td>-0.06</td>
<td>-0.05</td>
<td></td>
</tr>
<tr>
<td>Student model available</td>
<td>0.49</td>
<td>0.51</td>
<td>0.44*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student model x age</td>
<td>0.43**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domain reasoner x student model</td>
<td>-0.10</td>
<td>-0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$R^2$ | .080 | .064 | .064 | .056 | .055 |

$R^2$ change | .016 | .000 | .008 | .000 |

$F$ change | 9.15** | 0.11 | 4.62* | .06 |

Note: *$p < .05$; **$p < .01$; ***$p < .001$.

**TABLE 5** Parameter estimates and model fits for Model 2: number of student model views predicted by domain reasoner availability, time-on-task and their interaction

<table>
<thead>
<tr>
<th></th>
<th>Complete model</th>
<th>Interaction removed</th>
<th>Domain reasoner removed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>5.84***</td>
<td>5.94***</td>
<td>5.58***</td>
</tr>
<tr>
<td>Time-on-task</td>
<td>1.22***</td>
<td>0.89***</td>
<td>0.89***</td>
</tr>
<tr>
<td>Domain reasoner available</td>
<td>-0.56</td>
<td>-0.73</td>
<td></td>
</tr>
<tr>
<td>Domain reasoner x time-on-task</td>
<td>-0.65**</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$R^2$ | .246 | .212 | .212 |

$R^2$ change | .034 | .000 |

$F$ change | 10.63** | 2.17 |

Note: *$p < .05$; **$p < .01$; ***$p < .001$.
residual distribution was violated. This was not regarded a problem, because of the large sample size of 521 students.

The complete model explained 9% of the variance in hypothesis-testing score. Consecutively removing interactions and the experimental conditions revealed that the interaction between domain reasoner availability and course variant explained 3.4% of the variance, which was a significant contribution to the model ($F_{[2, 513]} = 9.61, p < .001$). The significant negative effect for domain reasoner availability in the complete model indicates that students in the baseline course variant, GCS, seemed to perform better without than with domain reasoner feedback. Meanwhile, the significant effect of the interaction between domain reasoner availability and course variant reveals that the domain reasoner’s effectiveness was different for the different groups of students. To further investigate this interaction, Table 7 summarizes hypothesis-testing scores for students with and without domain reasoner feedback within the three course variants. The t test results confirm that domain reasoner feedback hindered student performance in the GCS variant, while students in the PSY course variant performed significantly better when domain reasoner feedback was available to them. No significant effect was found for the EDU group.

6.4 | Exam result

The parameter estimates of the model predicting exam result from the experimental conditions, prior performance and time-on-task are given in Table 8. Course variant, age and gender were no significant predictors of exam result and one outlier was removed.

The complete model explained 24% of the variance and showed that prior performance and time-on-task significantly affected exam result. Furthermore, it revealed an interaction effect between student model availability and prior performance. This interaction effect explained 0.7% of the variance in exam result and contributed significantly to the model ($F_{[1, 514]} = 4.63, p = .032$). Student model availability, domain reasoner availability and their interaction did not contribute significantly to the model. Figure 6 illustrates the interaction effect between student model availability and prior performance. For low prior performance scores, the regression line for students with student models is higher than the one for students without student models, meaning that students with low prior performance
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**Table 6** Parameter estimates and model fits for Model 3: hypothesis-testing score predicted by experimental conditions, course variant, their interactions and prior performance

<table>
<thead>
<tr>
<th></th>
<th>Complete model</th>
<th>Interaction DR course variants removed</th>
<th>Interaction SM DR course variants removed</th>
<th>DR course variants removed</th>
<th>SM course variants removed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.80***</td>
<td>0.52***</td>
<td>0.56***</td>
<td>0.60***</td>
<td>0.59***</td>
</tr>
<tr>
<td>Prior performance</td>
<td>0.04*</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Gender female</td>
<td>0.31**</td>
<td>0.30*</td>
<td>0.30*</td>
<td>0.30**</td>
<td>0.30**</td>
</tr>
<tr>
<td>Variant EDU</td>
<td>0.05</td>
<td>0.37**</td>
<td>0.37**</td>
<td>0.37**</td>
<td>0.37**</td>
</tr>
<tr>
<td>Variant PSY</td>
<td>−0.04</td>
<td>0.41***</td>
<td>0.42***</td>
<td>0.41***</td>
<td>0.41***</td>
</tr>
<tr>
<td>Domain reasoner available</td>
<td>−0.38*</td>
<td>0.17</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student model available</td>
<td>0.10</td>
<td>0.07</td>
<td>−0.02</td>
<td>−0.02</td>
<td></td>
</tr>
<tr>
<td>Domain reasoner × EDU</td>
<td>0.61*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domain reasoner × PSY</td>
<td>0.89***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domain reasoner × student model</td>
<td>−0.23</td>
<td>−0.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>.091</td>
<td>.057</td>
<td>.055</td>
<td>.054</td>
<td>.054</td>
</tr>
<tr>
<td>$R^2$ change</td>
<td>.034</td>
<td></td>
<td>.002</td>
<td>.001</td>
<td>.000</td>
</tr>
<tr>
<td>$F$ change</td>
<td>9.61***</td>
<td></td>
<td>0.98</td>
<td>0.75</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Note: *p < .05; **p < .01; ***p < .001.
Abbreviations: DR, domain reasoner feedback available; SM, student model feedback available.
benefited from the student models. The opposite holds for students with high prior performance: for these students, the availability of student models had a negative effect on course performance.

### 7 | DISCUSSION

While many research studies address only inner loop or only outer loop feedback, many ITSs used in educational practice offer these two feedback types simultaneously. Therefore, the aim of this study was to assess the effects of combined inner and outer loop feedback. The guiding research question was: what effects does providing both inner and outer loop feedback on online homework have on students’ learning process and course performance in a university statistics course? To answer this question, in the following section we first discuss the effects we found of both feedback types separately and next reflect on their combination.

#### 7.1 | Effects of the feedback types and their combination

Elaborate inner loop feedback was provided in the form of a domain reasoner for tasks in which students set up hypothesis tests. Students with prior experience with the domain reasoner benefited from its feedback for solving hypothesis-testing tasks, but students without prior experience did not. This corroborates earlier findings that students may need some time to familiarize themselves with elaborate inner loop feedback (Tacoma et al., 2019). More specifically, students needed to learn which steps are essential in the hypothesis-testing procedure, because partial solutions omitting essential steps were regarded as incorrect by the domain reasoner, while they were marked correct in the conditions with minimal feedback. The effect size for students already familiar with the feedback was $d = 0.35$, which is slightly smaller than the average effect size of 0.50 that Van der Kleij and colleagues found for elaborate feedback (Van der Kleij et al., 2015). Furthermore, no direct effects were found of domain reasoner availability on time-on-task and exam result. Given the mixed effects of domain reasoner availability on students’ hypothesis-testing score and the different nature of exam items (multiple choice tasks as opposed to stepwise hypothesis testing tasks), this lack of a positive effect on exam result is not surprising (Shute, 2008).

Outer loop feedback was implemented in the form of inspectable student models. Student model availability slightly influenced the time students worked in the ITS: students with student models tended to work slightly longer than students without. This effect was small: student model availability only explained 0.9% of the variance in time-on-task. This is similar to results reported by Sosnovsky and Brusilovsky (2015), who found a correlation coefficient of $r = .13$, which, squared, yields 1.7% explained variance. Student model availability did not affect hypothesis-testing scores, but did seem to affect exam results. The exam results revealed that students with low prior performance slightly benefited from the student models, while students with high prior performance were slightly hindered by them. This finding is similar to findings from studies in which extra

### TABLE 7  Hypothesis-testing score by course variant

<table>
<thead>
<tr>
<th>Course variant</th>
<th>DR</th>
<th>No DR</th>
<th>t</th>
<th>df</th>
<th>p</th>
<th>Cohen's d</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDU ($n = 94$)</td>
<td>1.3 (0.9)</td>
<td>1.2 (1.1)</td>
<td>0.42</td>
<td>92</td>
<td>.678</td>
<td>–</td>
</tr>
<tr>
<td>GCS ($n = 150$)</td>
<td>0.6 (0.8)</td>
<td>1.1 (1.0)</td>
<td>–3.26</td>
<td>148</td>
<td>.001*</td>
<td>0.53</td>
</tr>
<tr>
<td>PSY ($n = 277$)</td>
<td>1.4 (1.1)</td>
<td>1.1 (1.0)</td>
<td>2.95</td>
<td>275</td>
<td>.003*</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Abbreviation: DR, domain reasoner feedback available.

### TABLE 8  Parameter estimates and model fits for Model 4: exam result predicted by experimental conditions, prior performance, time-on-task and interactions

<table>
<thead>
<tr>
<th></th>
<th>Complete model</th>
<th>Interaction SM prior performance removed</th>
<th>Interaction SM DR removed</th>
<th>SM removed</th>
<th>DR removed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>11.17***</td>
<td>11.16***</td>
<td>11.31***</td>
<td>11.17***</td>
<td>11.13***</td>
</tr>
<tr>
<td>Prior performance</td>
<td>0.47***</td>
<td>0.40***</td>
<td>0.39***</td>
<td>0.39***</td>
<td>0.39***</td>
</tr>
<tr>
<td>Time-on-task</td>
<td>0.19***</td>
<td>0.19***</td>
<td>0.19***</td>
<td>0.19***</td>
<td>0.19***</td>
</tr>
<tr>
<td>Domain reasoner available</td>
<td>0.22</td>
<td>0.22</td>
<td>–0.09</td>
<td>–0.09</td>
<td>–0.09</td>
</tr>
<tr>
<td>Student model available</td>
<td>0.01</td>
<td>0.01</td>
<td>–0.26</td>
<td>–0.26</td>
<td>–0.26</td>
</tr>
<tr>
<td>Student model $\times$ prior performance</td>
<td>–0.16*</td>
<td>–0.16*</td>
<td>–0.16*</td>
<td>–0.16*</td>
<td>–0.16*</td>
</tr>
<tr>
<td>Domain reasoner $\times$ student model</td>
<td>–0.54</td>
<td>–0.54</td>
<td>–0.54</td>
<td>–0.54</td>
<td>–0.54</td>
</tr>
<tr>
<td>$R^2$</td>
<td>.244</td>
<td>.237</td>
<td>.234</td>
<td>.231</td>
<td>.231</td>
</tr>
<tr>
<td>$R^2$ change</td>
<td>.007</td>
<td>.003</td>
<td>.003</td>
<td>.003</td>
<td>.000</td>
</tr>
<tr>
<td>$F$ change</td>
<td>4.63*</td>
<td>2.18</td>
<td>1.94</td>
<td>0.24</td>
<td></td>
</tr>
</tbody>
</table>

Note: *$p < .05$; **$p < .01$; ***$p < .001$. 
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components – a social component or support for appropriate task selection – were added to the student models (Brusilovsky et al., 2015; Mitrovic & Martin, 2007).

Having established the effects of both feedback types separately, we now turn to their combination to answer our research question completely. Our findings showed no interaction effects between the feedback types concerning performance outcome variables. Hence, in this study the two feedback types did not amplify or attenuate each other’s effects on students’ course performance. Regarding the students’ learning process, however, domain reasoner availability did influence the students’ use of the student models: students who used the ITS intensively tended to view the student models less often if they also received domain reasoner feedback. This means that for the students’ learning process, domain reasoner availability did attenuate students’ student model use, but this did not affect the students’ course performance.

7.2 | Revisiting feedback principles

How can these findings be interpreted in the light of the feedback principles we identified in Section 2? The first principle states that feedback is a process, including phases of evidence collection and analysis, information delivery and students’ use of the feedback (Pardo, 2018; Timmers et al., 2013). Our results illustrate that these phases may influence each other in different ways for high- and low-achieving students. The finding that high-achieving students did not benefit from the student models could be a consequence of design choices in the evidence analysis phase: our procedure may have resulted in too optimistic estimations of high-achieving students’ domain knowledge. This, in turn, may have given these students the impression that they were well prepared for the exam and did not need further practice, resulting in suboptimal use of the feedback. Meanwhile, for lower-achieving students the calibration of the estimations seems to have been more appropriate, given that student model availability had a positive, though small, effect on these students’ exam results. Other subtle design choices may have influenced the feedback process as well, such as a page notifying students of the student models, the setting that students could attempt tasks as often as they liked and the exact wording of the feedback messages that the domain reasoner provided. Even when adhering to general guidelines for effective feedback, such design details can considerably influence its actual effectiveness (Kluger & DeNisi, 1996; Zakharov et al., 2005).

The second feedback principle states that feedback should address the feedback-standard gap and offer opportunities to close it. While domain reasoner feedback quite explicitly provided guidance in closing this gap by mentioning key concepts, our implementation of student models did not provide explicit suggestions about how to reduce the gap, in terms of appropriate tasks or reading material. This could explain why students with both feedback types available tended to use the student models less: the more explicit suggestions by the domain reasoner feedback may have been easier to follow than the implicit messages the student models gave them. Earlier research on student models has shown that explicit suggestions can contribute to keeping students engaged with learning material (Arroyo et al., 2007) and to help students to allocate their attention to appropriate tasks given their current knowledge (Sosnovsky & Brusilovsky, 2015). It should be noted, however, that implementing such explicit suggestions puts higher demands on course design than the approach opted for in this study.

The third feedback principle states that feedback should facilitate students’ reflection on learning. Inspectable student models are valuable for the opportunities for planning and reflection that they offer (Bull & Kay, 2016), but in this study only the weaker students benefited to some extent from these opportunities. Furthermore, the finding that outer loop feedback was used less by students who also received elaborate inner loop feedback suggests that the students’ need or capacity for reflection is limited. Students may not have had the cognitive capacity to process both feedback types together optimally. In other words, our results may indicate a feedback ceiling effect: a maximum amount of feedback that students can process at once.

7.3 | Limitations

While revisiting the feedback principles in Section 7.2, we discussed two aspects of this study that could be regarded as limitations: the exact calibration of estimations in the student models and the absence of explicit suggestions in the student models to close the feedback-standard gap. A third limitation of this study is that both feedback interventions were rather small. On average, students worked almost 6 hr on homework tasks in the ITS, but typically spent less than 1 min viewing their student models. Likewise, only three out of the 34 tasks in the homework sets were stepwise hypothesis-testing tasks in which students could receive domain reasoner feedback. Hence,
opportunities to learn from the student models and domain reasoner feedback were rather sparse. For the domain reasoner feedback this was especially true for students who had no prior experience with it and hence, presumably, needed time to familiarize themselves with its feedback (Tacoma et al., 2019). Arguably, providing the evaluated feedback types for longer time periods (one academic year, or throughout a complete study program) could lead to larger learning effects (Evans, 2013) and would be a promising direction for further research.

7.4 | Implications and recommendations

This study has a number of implications for theory and practice. First of all, the interaction effects found between feedback conditions, prior performance and prior experience illustrate that the same feedback may have different effects for different learners. This finding supports theory reflected in Pardo’s model for data-supported feedback (Pardo, 2018): the learner’s knowledge, beliefs and attitudes influence how feedback changes a student’s strategies and learning process. For educational practice, this implies that providing multiple types of feedback, such as both inner loop and outer loop feedback, may result in more students receiving feedback that is helpful for them.

In this study, we also found indications, though, that introducing multiple feedback types at once may result in suboptimal use of the feedback, a feedback ceiling effect. Introducing feedback types one by one would therefore be recommendable. Taking this a step further, based on our results we suggest that lower-achieving students could first be provided with inspectable student models, since they seem to benefit from this outer loop feedback. Higher-achieving students could be expected to familiarize themselves more quickly with a new feedback type and, hence, could benefit more quickly from detailed inner loop feedback. We encourage further research investigating this hypothesis.

Finally, regardless of the exact implementation, our findings imply that students need time to get used to new feedback and to know how the feedback can help them learn. From a theoretical perspective, this suggests that the three feedback principles could be supplemented with a fourth regarding the amount of feedback: students should be given enough time and opportunities to familiarize themselves with and to learn from feedback. For educational practice, this implies that new feedback implementations should be offered for substantial periods of time (i.e., preferably longer than one semester) and students should be offered sufficient guidance in interpreting feedback information.
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