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Models for phase separation and

their mathematics ∗

Paul C. Fife

Abstract

The gradient flow approach to the Cahn-Hilliard and phase field mod-
els is developed, and some basic mathematical properties of the models,
especially phase separation phenomena, are reviewed.

1 Introduction

Materials exhibiting a fine mixture of phases are a familiar and well studied phe-
nomenon in many settings. Such mixtures can arise for a variety of reasons, but
the process upon which I mainly focus here is that of “spinodal decomposition”,
roughly described as follows. Consider a homogeneous substance, initially ho-
mogeneous, with controllable thermodynamic properties. Those properties are
adjusted so that the substance enters an extremely unstable state, such that the
unfolding of its instabilities entails phase separation into a fine-scaled heteroge-
nous mixture of phases.
The prototypical scenario involves lowering the temperature of a binary alloy

to a level where the alloy can no longer exist in equilibrium in its homogeneous
state. The most basic properties of this important process have been described
with the aid of a model proposed by Cahn and Hilliard [14, 10], the subject
of considerable investigation. Although originally proposed in a metallurgi-
cal connection, the spontaneous heterogenization behavior of the Cahn-Hilliard
equation has also occasionally captured the imagination of modelers of pattern
formation in other contexts.
Another related model for phase transitions, the phase-field system, has been

proposed and used successfully to gain insight and computational advantage in
studying solid-liquid phase boundaries. One of my objects will be to sketch
a rationale for both models, and to show that the latter, which is not as well
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known as the former, possesses a theory of phase separation which is very much
like that of the Cahn-Hilliard model. This analogy is a mathematical one at
the present stage, because the phase field model is no doubt too simplistic to
adequately describe known fine-grained phase separation events involving the
liquid-solid transition.

The two models examined here are also capable of representing a mode of
phase separation quite different from that alluded to above, namely nucleation
and growth. This is described in Sections 4 and 9.

For each model, I present a derivation (Sections 2,5,6) based on constrained
gradient dynamics for a physically motivated functional. In the first case, the
functional represents a free energy for the system, and in the second case, the
entropy. The constraints are that the total mass (in the first case) and the total
energy (in the second case) be conserved.

I then review (Sections 3 and 7) what is known about the spontaneous phase
separation event for each model. In the case of the phase field equations, I
also describe (Section 10) some one-dimensional computer simulations of the
appearance and disappearance of fine-mixtures of phases under the action of
internal heating.

Finally, a third model (due to Novick-Cohen and Pego [50]) is briefly de-
scribed in Section 10.

2 Cahn-Hilliard model

The Cahn-Hilliard equation

αut = ∆
(
−ε2∆u+ f(u)

)
(∆ ≡ ∇2) (1)

was proposed in [14] and [10] as a simple model for the process of phase separa-
tion of a binary alloy at a fixed temperature. The function f(u) is of “bistable
type” with three simple zeros at u1, u2, and an intermediate value u0. More
specifically,

f(u) = 0 only at u = u1, u0, u2.
f ′(u) > 0, u < u∗1 or u > u∗2,
f ′(u) < 0, u ∈ (u∗1, u

∗
2),

(2)

where u1 < u∗1 < u0 < u∗2 < u2. The three intervening intervals have names:

(u1, u
∗
1) is metastable interval 1;

(u∗1, u
∗
2) is the spinodal interval;

(u∗2, u2) is metastable interval 2.

Here the function u(x, t) represents the concentration of one of the two
metallic components of the alloy. If we assume the total density is constant
for simplicity, the composition of the mixture may be adequately expressed by
the single function u. The parameter ε is an “interaction length”, small com-
pared to characteristic dimensions on the laboratory scale, and α is a relaxation
parameter.
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If the alloy is contained in a vessel Ω, the equation (1) should be supple-
mented with boundary conditions on the boundary ∂Ω. These are usually taken
to be

∂νu = ∂ν
(
−ε2∆u + f(u)

)
= 0 on ∂Ω, (3)

where ∂ν denotes differentiation normal to ∂Ω. The physical meaning of the
second of these two conditions is that none of the mixture can pass through the
walls of the container. The first condition is the most natural way to ensure
that the total “free energy” of the mixture decreases in time (this, as we shall
see below, is a requirement from thermodynamics), when there is no interaction
between the alloy and the containing walls. Since ∂νf(u) = f

′(u)∂νu = 0, these
conditions take the equivalent form

∂νu = ∂ν∆u = 0 on ∂Ω. (4)

Now suppose a uniform binary mixture at a high temperature and concen-
tration u∗ is suddenly quenched to a given lower temperature. A commonly
occurring situation is that there is a pair of values of u, say u1 and u2, and a
pair of solid phases, denoted by I and II, say, such that the two phases can be
in equilibrium and in physical contact only if the former has concentration u1,
and the latter has concentration u2.
It is assumed that this is the case for the alloy and (quenched) temperature

being studied here; these distinguished concentrations are then represented by
the outermost zeros of the function f .
It is further assumed that u∗ lies between u1 and u2, more specifically in the

spinodal interval shown. It is known that the uniform mixture u = u∗ is then
very unstable, and that the growth of instabilities results in phase separation,
also called spinodal decomposition.
The Cahn-Hilliard model was originally derived using sound physical con-

cepts to describe this process. However, an alternate rationale as a gradient
flow is possible, as I will now show. We begin with the observation that the
nonequilibrium mixture u = u∗ at the given temperature will naturally evolve
so that some of it becomes a solid in phase I with u = u1, and the rest becomes
phase II with u = u2. On a simple level of understanding, this evolving process
might suggestively and conveniently be modeled by proposing that a certain
functional F0[u] decrease in time and approach a minimum. This functional is

F0[u] ≡

∫
Ω

W (u(x))dx, (5)

where the function W (u) is smooth and nonnegative with equal minima at
u = u1 and u2. At this level, any “double well potential” W (u) of this type
would do.
Such a framework, based on a time-monotone functional, is especially nat-

ural because thermodynamics itself tells us that for isothermal systems there
should be a “free energy” functional which steadily decreases and approaches
a minimum. As desired, the minimum in this case is assumed by functions u
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which take on only the two values u1 and u2. At the same time that F0 is
decreasing, the total amount of each species in the vessel must remain equal
to the given original amount; this means that the evolution is subject to the
constraint ∫

Ω

u(x, t)dx = constant. (6)

What is desired is a law of evolution for the function u(x, t) which will ensure
that F0 decreases while (6) holds.
The most obvious choice for such a law is to try to make u evolve in the

opposite direction of the gradient of the functional in (5), constrained accord-
ing to (6), and in fact this is the approach (but applied to a functional more
general than (5)) which I shall use in motivating the models discussed in this
paper. As explained below, even using this guideline, there are many possible
choices of evolution law, because of the many Hilbert space settings available.
Unfortunately, it will turn out that if (5) is used, none of the most standard
Hilbert spaces will give us an evolution law which is both local and well-posed.
However, at least one nonstandard space can be used; that idea is developed in
Section 10.
For now, we use a more common device to ameliorate this unpleasant sit-

uation. The device is to add an extra term to (5) which exacts a penalty for
the function u’s having sudden changes with respect to the space variable x.
Physically, such a penalty would arise if, in addition to u1 and u2 being pre-
ferred states, there is a tendency for the material to prefer to be as uniform as
possible. One widely accepted way to impose this penalty is to add a gradient
term to the free energy functional F0 to produce

Fε[u] ≡

∫
Ω

[
W (u(x)) +

1

2
ε2|∇u(x)|2

]
dx, (7)

where ε is a small positive parameter.
Gradient-corrected functionals have been used a great deal in the physics

literature, beginning with van der Waals [58]. See, for example, [38, 35, 36], as
well as [14].
From here on, for convenience I shall drop the subscript “ε” from F .
As mentioned before, it is natural to seek a law of evolution in the form

∂u

∂t
= −Kgrad0F [u], (8)

for some positive constant or function K. The symbol “grad0” here denotes
a constrained gradient, namely the gradient on the manifold, in some Hilbert
space, defined by (6).
Without giving a general discussion of gradients, I say what will be meant

by grad0F [u] in the present context. The domain D of the functional F in (7)
will be taken to be smooth enough functions, defined in Ω and satisfying the
first of the two conditions (3). Let M0 be the linear manifold in D of functions
v satisfying

∫
v(x)dx = 0. Given any u ∈ D, let Mu be the parallel manifold

u+M0.
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Let H be a Hilbert space of functions containing D. Then for a function
u0 ∈ D, grad0F0u0, if it exists, is a function w ∈M0 such that for any function
u(t) smooth in t (as well as in x), defined for small real t and taking values in
Mu0 with u(0) = u0,

d

dt
F [u]|t=0 =

〈
w,
du

dt
(0)

〉
H

.

We can now see the reason for (8): it guarantees that the free energy will
decrease in time. In fact, for functions forced to evolve on any such parallel
manifold,

d

dt
F [u] =

〈
grad0F [u],

∂u

∂t

〉
= −K‖grad0F [u]‖

2 ≤ 0.

The scalar product and norm here are with respect to the chosen Hilbert
space, and as we shall see, the choice of a physically relevant space is crucial.
Given any Hilbert space H of functions of x containing D, one can set out

to construct the constrained gradient grad0F . In the case of L2, we obtain
a nonlocal operator, which may be rejected on the physical grounds that the
evolution law for the distribution u should be local: there should be no “action
at a distance”. Higher order Hilbert spaces Hk, k > 0, have the same diffi-
culty. Choosing H to be the zero-average subspace of the dual of H1, however,
produces a more reasonable result, namely the Cahn-Hilliard equation (1). For
convenience we denote this subspace by the symbol H̄−1; it is different from
H−1.
To understand this claim, recall that the constrained gradient operator

grad0F should satisfy the following: For any smooth v(x) satisfying∫
v(x)dx = 0 (9)

and the first of (3), we should have

d

dt
F [u+ tv]|t=0 = 〈grad0F [u], v〉 . (10)

Now (9) holds if and only if the homogeneous Neumann problem for

∆Φ(x) = v(x)

has a (unique) solution Φ(x) satisfying
∫
Φ(x) dx = 0. Employing this expres-

sion for v and integrating by parts, we obtain

d

dt
F [u+ t∆Φ]|t=0 =

∫
Ω

[
W ′(u)− ε2∆u

]
∆Φ dx;

the boundary term vanishes because of the assumed first condition in (3). A
second integration by parts then yields

−

∫
Ω

∇
[
W ′(u)− ε2∆u

]
· ∇Φ dx, (11)
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where I have used the fact that ∇Φ has zero normal component on ∂Ω.
Now let H = H̄−1 be as described above, so that its functions satisfy (9).

The scalar product in H can be defined by

〈v1, v2〉 = 〈∇Φ1,∇Φ2〉L2 , (12)

where Φ1 and Φ2 are related to v1, v2 ∈ H̄−1 as indicated above.
The expression in (11) is the L2-scalar product of −∇

[
W ′(u)− ε2∆u

]
with

∇Φ. We apply (12) with these two vector fields playing the roles of ∇Φ1 and
∇Φ2 respectively. To apply (12), we require that the first field have zero normal
component on ∂Ω; hence the second condition in (3). We thus obtain, from
(10), that (11) equals〈

−∇ · ∇
[
W ′(u)− ε2∆u

]
,∇ · ∇Φ

〉
H
=
〈
−∆
[
W ′(u)− ε2∆u

]
, v
〉
H

= 〈grad0F [u], v〉H .

In the space H = H̄−1 we therefore identify

grad0F [u] ≡ −∆
[
W ′(u)− ε2∆u

]
, (13)

and specify its domain as those functions in D which satisfy (3).
The ansatz (8) now gives us the law of motion

∂u

∂t
= K∆

[
W ′(u)− ε2∆u

]
,

which is the Cahn Hilliard equation (1) when K is chosen to be a (positive)
constant and f(u) =W ′(u). In this regard, notice that f(u) has the appropriate
bistable properties if W (u) is smooth, has local minima at u = u1 and u2, and
has only one local maximum between them. Throughout the rest of the paper,
I shall assume that f(u) is a cubic, odd with respect to its middle zero. This
assumption is merely to avoid certain technicalities.
It is now clear why the penalty term in (7) is necesssary if one insists on

using this Hilbert space H̄−1 to get a deterministic well-posed evolution law
for u. (Similar objections apply when using Hk for any integer k.) If we set
ε = 0, thus reverting to the functional (5), the resulting evolution law becomes
(1) with ε = 0. Since f is not monotone, this is a forward-backward nonlinear
diffusion equation with the spinodal interval representing a regime of “negative
diffusion”. This does not satisfy the requirement of determinism. Nevertheless,
this and similar equations have been studied.
Further discussions of physical aspects of this and related models can be

found in many papers, such as [11, 12, 13, 30, 35, 36, 39, 40, 42, 53, 57]. Some
basic mathematical properties of the equation are found, among other places,
in [1, 2, 15, 17, 20, 21, 22, 23, 34, 49, 51, 46, 47, 48, 52, 59].

3 Spinodal decomposition

As mentioned before, the focus here is on the unfolding of the instabilities of a
uniform solution u = u∗ = const (notice that any constant is a solution of (1)).
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First consider problems on the whole space, i.e. for all x ∈ Rn. If in fact the
domain Ω is large but finite, the unstable modes we construct may provide a
clue to the qualitative features of the solution far from the boundary.
We subject the given constant solution to a linear stability analysis by lin-

earizing (1) about it:

αwt = ∆
(
−ε2∆w + f ′(u∗)w

)
, (14)

and looking for solutions of the form w(x, t) = exp (ik · x+ σt). Such solutions
are possible if and only if

ασ = |k|2(β(u∗)− ε2|k|2), (15)

where β(u) = −f ′(u).
This tells us (i) that it is possible to have σ > 0 (implying linear instability)

only for u∗ in the spinodal interval, where β = β(u∗) > 0; and (ii) the fastest
growing unstable modes are those with |k|2 = 1

2βε
−2. These modes correspond

to spatial patterns with characteristic length scale ε; for example in one dimen-

sion the wave length will be λ = 2π
k
=
√
8
β
πε. Since we are assuming ε is small,

it is expected that these unstable modes lead to a state u with fine-grained
variation in x.
Even if we neglect all modes except the fastest growing ones, namely those

with this given value of |k|2, the pattern which emerges is by no means unique,
nor is it expected to be regular. This is because the spatial orientation of these
modes, as well as their phase, can be quite arbitrary. Cahn presented a descrip-
tion [12] of what can be expected from this decomposition. In that paper, he
calculated the superposition of many such modes with randomly chosen orien-
tations and phases. The results indicate rather irregular, sometimes snake-like
patterns.
The situation is simpler if our problem has only one space dimension and

the spatial domain is a finite interval, say 0 ≤ x ≤ 1. Then k, which is a scalar,
is restricted to be an integer multiple of π. So there will be only a finite (but
large, of the order ε−1) number of unstable modes, namely those with

k = nπ <
√
β ε−1, (16)

and there will typically be a unique fastest growing one.
In this case, we expect that the spinodal decomposition process will lead to

a much more unique patterned state, namely one which is more or less periodic
in x, with wave number k close to

√
β/2 ε−1. This expectation is reasonable

for small enough random initial perturbations of the given constant solution. It
can be shown that for each k satisfying (16), there exists an exact stationary
solution uk(x) of the nonlinear problem (1) with total mass

∫
uk(x)dx equal

to that of the given constant solution u = u∗, and which is periodic in x with
period 2π/nk, n an integer (I conjecture there is a unique one with n = 1).
If k is chosen to correspond to the maximal σ in (15), this solution uk of

the nonlinear problem is a candidate for the state which is typically approached



8 Models for phase separation EJDE–2000/48

through the spinodal decomposition process. Indeed, what appears to happen
is that given any neighborhood of uk, a solution of (1) with random initial
data close enough to u∗ (depending on ε) will with high probability enter that
neighborhood at some later time.
Grant [29] has recently proved a similar statement, and in fact was able

to estimate such a probability, given a distribution of initial data concentrated
near u∗. His method is based on establishing the existence of a one- dimensional
pseudo-unstable manifold (the locus of ideal solutions growing “purely” with
the maximal growth rate) emanating from u∗ in a suitable functional space,
and finding precise estimates for the shapes of orbits in a neighborhood of u∗ in
terms of that manifold. He is then able to estimate which initial data will enter a
given neighborhood of the omega limit set of points on the manifold. Finally, it is
observed that the omega limit set consists only of points representing spinodally
decomposed states.
On the other hand, the solution will not usually stay in that neighborhood,

because the exact solution uk is itself unstable. It will eventually leave it and
further evolve under longer time scales. What we have, then, is a state character-
ized by a rapid spatial variation of the concentration function u, which attracts
solutions which start very near constant solutions in the spinodal interval. But
this attraction is only to a neighborhood of itself, and is only temporary; solu-
tions will then slowly drift far away from that state. Physically, the state with
rapid variation of the function u represents a fine mixture of phases, because
large u (near u2) represents a concentration for which the alloy is in phase II,
whereas small u (near u1) represents phase I.
The subsequent dynamics will be characterized by coarsening, in which the

characteristic length scales slowly increase, and the time scales as well. A discus-
sion of this, together with a study of the time scales associated with instabilities
of stationary solutions of varying coarseness, is found in [2].
One result proved in this latter paper lends credence to the hypothesis

“coarser = less unstable”, possibly first enunciated by Langer [40]. We ex-
amined this hypothesis with two concepts of “less unstable”: (i) the growth
rates of the unstable modes are smaller, and (ii) the dimension of the unstable
manifold is smaller. In the case of one space dimension, it was shown by compar-
ison with the spectrum of the bistable nonlinear diffusion equation that coarser
stationary exact solutions have unstable manifolds with smaller dimension. It
was also shown that the growth rates of any such nonconstant solution are indi-
vidually smaller than the corresponding growth rates for the unstable constant
solution, making the latter the “most unstable” of all. Finally, comparing two
solutions, if the coarser one has wave number which divides that of the finer
one and periodic boundary conditions are imposed, then the same result about
the individual growth rates holds. If boundary conditions (3) are used instead,
then the ratio of the two wave numbers must be odd.
The method of obtaining these results is based on a characterization of the

spectrum of linearized CH operators in terms of a max-min principle for a
certain Rayleigh quotient (this quotient was used already by Langer [40]). This
characterization is independent of dimension. It also allows comparison of such
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spectra with that of the second order bistable diffusion operator.
The later evolution of solutions of (1) leads to configurations characterized

by thin layers with width O(ε) separating regions in which the function u is
relatively flat. The layers move very slowly; and their laws of motion form a
very interesting chapter in the theory of (1), which we shall not explore here.
Basic work on these types of solutions has been done in [1] and [52].
Solutions with layers (representing interfaces) can be thought of as carry-

ing the free energy in two different places: in the bulk material away from the
layers, and in the interfaces themselves. For the phase field model to be dis-
cussed below, the same is true of the entropy. Theories of phase transitions
have been constructed which from the start envisage such a partition of ther-
modynamic properties into bulk and interface portions; the phase boundaries
are then considered to be infinitely thin. See, for example, [31, 32, 33].
The analogous phenomenon of slow motion of interfaces in the context of the

bistable nonlinear diffusion equation, which is (1) with the prefactor ∆ replaced
by −1, has been the subject of much more research, which again will not be
referenced here. It should be noted at this point that this latter equation is a
special case (when λ = 0) of the phase field model to be discussed below.

4 Nucleation

It is well known that for binary alloy systems describable by the Cahn-Hilliard
equation, there are two mechanisms by which “phase separation” may occur
following the quenching of a mixture to a temperature at which that mixture is
no longer globally stable.
The first mechanism is that of spinodal decomposition, described above in

Section 3. This occurs when, at the new temperature, the average value u∗ of
the composition function u is a number in the spinodal interval (and ε is small
enough).
The second mechanism may occur when u∗ lies in one of the two metastable

intervals associated with the function f . In that case, it turns out that the
solution u ≡ u∗ is a locally stable solution of the CH equation, so that in fact
the free energy (under the constraint that the average composition be equal to
u∗) has a local minimum at that uniform state, but the global minimum un-
der that constraint is lower. In this case, computer simulations and intuitive
arguments indicate that certain perturbations of the constant solution may re-
sult in the solution being drawn toward the globally stable solution, which will
be one in which the vessel is more or less divided into two connected regions,
corresponding to phase I and phase II.
A typical way in which this latter movement may occur is through nucleation.

The perturbation will then be local but large enough. This local deviation may
initiate a local phase change which grows in extent. During this process, the
two phases will be characterized by u taking values only in the two metastable
intervals. When u ∈ met. int. 2, we have phase II; in the other interval we have
phase I.
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For definiteness we suppose the average value u∗ lies in met. int. 2. Then
the perturbation would cause a small region of phase I to appear, surrounded
by phase II. As the former region grows, the value of u in the latter region must
increase, in order for the average value of u to remain equal to u∗. Eventually,
the globally stable state is reached, for which the value of u in the two phases
is approximately (for small ε) u1 and u2, and the amounts of the two phases
are adjusted so that the average value of u is as it should be. Between the two
regions, there is a thin transition layer.

The problem of finding and characterizing this ultimate global minimizer of
F has been studied extensively for small ε by Modica and others [44, 45, 43, 28,
37]. In one space dimension it can be characterized completely for any ε [15]
(see also [34]).

Clearly, given a local perturbation of the uniform solution, it may or may
not result in such a global transition as described. In other words, it may or
may not lie in the domain of attraction of the global minimizer. If we had a
one-parameter family of local perturbations, there would typically be a thresh-
old value of the parameter across which the perturbation would pass into that
domain from the domain of attraction of the original locally stable uniform
(constant) solution.

This suggests that there will be a steady solution of the CH equation which
lies on the boundary between these two domains of attraction.

Consider the case of one space dimension, the domain being the unit interval
(−1, 1). And for simplicity let us impose a condition of symmetry on all our
solutions, namely that they be even functions of x.

It is known [3] that for small ε there is an unstable exact stationary solution
with the prescribed mass, which is in the form of a localized perturbation of the
constant solution. We shall call it a “spiked solution” w(x). It is a solution of

ε2w′′ + f(w) + c = 0,

together with Neumann boundary conditions at x = 0, 1, with the constant c
chosen so the required mass condition

∫
w(x)dx = u∗ is satisfied. The spike is

thin, with width of the order ε, so it contributes little to the mass. Outside the
spike, therefore, wmust be approximately equal to u∗, and therefore c ≈ −f(u∗).

This spiked solution no doubt serves as a threshhold of some sort, lying on
the boundary between the domain of attraction of the constant solution u ≡ u∗

and that of the global minimizer. If so, it may represent a typical minimum
nucleus required to induce motion toward the globally stable solution. This
motion will apparently consist of the nucleus growing in extent, while at the
same time the value of u surrounding the nucleus will increase towards u2.

Analogous assertions are very likely true for radially symmetric regions in
higher space dimensions. Also when the domain is the entire space, the spiked
solution probably differs very little from that for a finite domain, nor will the
subsequent evolution differ greatly. For further discussion, see [3].
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5 Phase-field models

Let me still speak about a multiphase material, but this time a pure material
rather than an alloy. The phases will be liquid and solid. The scenario is no
longer such that the temperature is constant, but rather now we suppose the
system to be energy-controlled. In the simplest case, it will be a closed system
with no energy flux entering from the outside. I shall also speak later of the
situation when internal heating provides addition of energy to the material at
a prescribed rate, and fixed temperature boundary conditions extract energy
through the boundary.

As before, we still envisage a parameter, called an order parameter or rather
“disorder parameter”, which will vary continuously but somehow describe the
phase of the material. In the Cahn-Hilliard model, that parameter is the con-
centration u. Order parameters for liquid-solid mixtures have been defined on
the basis of statistical mechanical models, as in [55, 56] (also see [18]). Such a
parameter should be a measure of the local microscopic order or disorder of the
material.

In addition to the order parameter, we allow the temperature to vary through-
out the material; but these two will be the only thermodynamic variables de-
scribing the local state of the system.

The first use of a continuously varying order parameter concept to model a
solidification process with diffuse interface was apparently that of Cahn [9], who
proposed a much simplified version of the model described below. In that paper,
Cahn also discussed conditions under which the motion of phase interfaces may
be expected to proceed in accordance with the resulting diffuse interface theory,
as opposed to the classical mechanism of stepwise lateral motion.

Halpern, Hohenberg and Ma [35, 36] described several classes of theories
involving continuously varying order parameters. One of their models, “Model
C”, was simplified by Langer and conveyed to Fix. Fix [27], Caginalp [4], and
Langer [41] were the first to write about this model. In particular, Caginalp
popularized it among mathematicians in this and later papers. The model was
later independently proposed by Collins and Levine [16]. Since these papers, it
has been studied extensively; see for example [5, 6, 7, 8, 25, 54, 19, 24]. Most
of these studies have concentrated on phase interfacial dynamics and statics
arising from the model, which I shall not go into.
Many separate studies have been made of the stationary solutions of this

model; I shall not survey them here. The stationary solutions satisfy the same
type of equation as do the stationary solutions of (1): a second order nonlin-
ear elliptic equation involving an additive constant parameter which is to be
adjusted so that the solution will satisfy a given integral condition.

6 Derivation

The derivation of the phase field model in most of the above papers ([35] ex-
cluded) was on the basis of a gradient-corrected free energy functional F as in
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(7), but with F depending on two functions: the order parameter φ and the
temperature T . The function φ in those derivations is analogous to the concen-
tration u in the Cahn-Hilliard setting. We therefore have F [φ, T ]. The dynamics
of φ was postulated to be such that F will decrease on solution paths when T
is fixed. Specifically, ∂φ∂t should be along the direction of the negative gradient
of F with respect to its first variable φ. A second equation coupling φ and T
is an equation expressing conservation of energy when energy flux through the
material is Fickian, i.e. proportional to the temperature gradient.

This second equation destroys the desired property that F decrease on so-
lution paths, and this should really be no surprise, since the temperature field
in F is not fixed, but rather coupled to φ. In fact the gradient with respect to
φ alone is not significant. Easy examples verify that indeed F does not always
decrease on solution paths.

Besides this, a second objection to this approach in this setting is that the
free energy is not an appropriate thermodynamic quantity to use in formulating
a dynamical theory based on monotonicity, because temperature is not constant
in time.

In view of this, Penrose and Fife [54] and others developed, in a thermo-
dynamically consistent way, a class of models of phase field type in which the
dynamics is based on the requirement of monotonic increase of entropy.

In outline, the procedure was to develop, in accordance with the constraints
of thermodynamics, a reasonable class of expressions for the bulk entropy density
s(e, φ), where e is the energy density, in systems for which the total energy is
conserved. Then for the same reasons that a gradient term was included in the
Cahn-Hilliard free energy functional (7), such a term involving the gradient of
φ is added to s and the result integrated to form a total entropy functional

S[e, φ] =

∫
Ω

−

[
1

2
ε2|∇φ|2 + s(e, φ)

]
dx. (17)

The dynamics of e and φ are to be chosen so that on solution paths, S increases
while the total energy

E =

∫
e dx

remains constant.

Let Φ denote the pair of functions Φ = (e, φ). As before, the proper dynamics
consists in setting

∂Φ

∂t
= Kgrad0S[Φ], (18)

the gradient here denoting a constrained gradient in a suitable Hilbert space,
the constraint being

E = const. (19)

We have to select the proper Hilbert Space (call it H) for pairs Φ, and
determine this constrained gradient. I argue in the same way as in Section 2.
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For any function h(x) (representing a perturbation to the energy density) with
∫
h dx = 0, (20)

and any function ψ(x), this constrained gradient satisfies

d

dt
S[e+ th, φ+ tψ]|t=0 =

d

dt
S[Φ + tΨ]|t=0 = 〈grad0S[Φ],Ψ〉H , (21)

where I have used the notation Ψ = (h, ψ). Now (20) is equivalent to the
condition that h = ∆W for some unique function W with zero normal derivative
on the boundary and average zero. Make this replacement and calculate, from
(17) and (21),

〈grad0S,Ψ〉H =

∫
Ω

[
se∆W + (ε

2∆φ + sφ)ψ
]
dx,

provided that φ satisfies a zero Neumann condition on MΩ. We henceforth
assume that.
Integrating by parts, we see that the right side becomes

−〈∇(se),∇W 〉L2 + 〈ε
2∆φ+ sφ, ψ〉L2 .

As before, the first term here can be expressed as

〈−∆se, h〉H̄−1 ,

provided that se has zero normal derivative on ∂Ω:

∂

∂ν
se = 0 on ∂Ω.

Therefore if we choose as Hilbert spaceH = H̄−1×L2 with scalar product equal
to the sum of the scalar products in the two component spaces, we obtain

〈grad0S,Ψ〉H =
〈(
−∆se, ε

2∆φ + sφ
)
,Ψ
〉
H
. (22)

On the other hand, we could equally as well take the scalar product to be a
weighted sum, say with weights 1µ and 1 (µ > 0). In that case, instead of (22)
we get

〈grad0S,Ψ〉H =
1

µ
〈−µ∆se, h〉H̄−1 + 〈ε

2∆φ+ sφ, ψ〉L2

= 〈(−µ∆se, ε
2∆φ+ sφ),Ψ〉H . (23)

In this space H , we therefore conclude that grad0S is the pair of differential
expressions in parentheses on the right of (23). From (18) we therefore obtain
the pair of equations

∂e
∂t = −K1∆se,

∂φ
∂t = K2(ε

2∆φ+ sφ),
(24)
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where K1 = µK and K2 = K. The boundary conditions posited, in order for
this approach to succeed, are

∂φ

∂ν
=

∂

∂ν
se = 0 on ∂Ω. (25)

Given these formulas, the next object will be to indicate reasonable choices
for the function s(e, φ). Moreover, since we shall want to obtain equations for
the dynamics of T and φ rather than of e and φ, we need to specify the function
e(T, φ).

As a first step, we postulate a form for the energy density function. We
propose

e(φ, T ) = v(T )q(φ) + w(φ), (26)

for some functions q, v, and w to be chosen. Here the first term on the right
typically represents the kinetic energy density of the material, and the second is
the potential energy. It is reasonable that the potential energy density should
depend on the local degree of order in the material, and the kinetic energy on
the temperature. For this reason also, v should be an increasing function of T
(the absolute temperature).

Given (26), it now follows from thermodynamic constraints that the entropy
density must be of the form

s(e, φ) = q(φ)y(T (e, φ)) + s0(φ),

y(T ) =

∫
dv(T )/T,

where s0 is arbitrary at this stage.

As an example, consider the choice v = − γT , q = 1, w = λφ. Then the
parameter λ will denote a latent heat: the potential energy will be proportional
to the disorder parameter φ and the proportionality constant is λ. (The liquid
phase has the greatest disorder, hence the greatest φ, and also the greatest
potential energy.)

With this choice, we obtain s(e, φ) = − λ
2T 2 + s0(φ) = −

1
2λ (λφ− e)

2+ s0(φ),
so that

sφ = −
λ

γ
(λφ− e) + s′0(φ) =

λv

γ
+ s′0(φ); se = −

v

γ
,

and the equations (24) become

∂v
∂t + λ

∂φ
∂t =

K1
γ ∆v,

∂φ
∂t
= K2

(
ε2∆φ + λv

γ
+ s′0(φ)

)
,

∂νφ = ∂νv = 0 on ∂Ω.

(27)

An approximation to (27) may be made when we assume T does not deviate
too far from the melting temperature T0. Then we replace −

1
T by −

1
T0
+ T−T0

T 20
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and set c = γT−20 , K3 = cγ
−1K1, s1(φ) = s0(φ) −

λφ
T0
, to obtain

c∂T
∂t
+ λ∂φ

∂t
= K3∆T,

∂φ
∂t
= K2

(
ε2∆φ+ λc

γ
(T − T0) + s′1(φ)

)
,

∂νφ = ∂νT = 0 on ∂Ω.

(28)

This is the form of the phase field equations which is found most often in
the mathematical literature, if the function −s′1(φ) is chosen to be like the
function f(φ) considered before (but now it is a function of φ rather than u).
The parameter c is meaningful as a specific heat.
At this point, one could wish for a more enlightened approach to selecting

the proper functions s0 and e(T, φ). In [54], a couple of models from statistical
mechanics were considered, in which the disorder parameter can be defined and
the dependence of e and s on φ specified in a less ad hoc manner. On the basis
of these examples, it appears that a sound physical argument can be made for
making the following alterations in the traditional phase field model:
1. The potential energy w(φ) should not be linear, but rather a quadratic

function. Thus the latent heat λ(φ) = w′(φ) should be linear rather than
constant: λ(φ) = a+ bφ.

2. The term sφ should be equal to −
λ(φ)
T + s′0(φ). Of course, again for T

restricted to a neighborhood of T0 this dependence on T can be linearized, as
in the second of (28); however the coefficient of T will be a function of φ, which
cannot reasonably be made linear.
What results as a more reasonable model is a pair of equations like (28),

except that in both equations λ is set equal to a linear function of φ.

7 Phase separation for the traditional model

By traditional model, I mean the equations (28). For convenience I rewrite
them by setting u = λc

γ
(T − T0) and f(φ) = −s′0(φ) (the bistable function). A

rescaling can always be effected so that K3/c = 1. If K2 = O(ε−2), then the
usual Stefan problem for phase interface motion can be obtained as a formal
limit as ε→ 0 [8]. Make this assumption, and in fact for simplicity setK2 = ε−2.

Finally, set Λ = λ2

γ . Doing all this, we obtain

∂u
∂t + Λ

∂φ
∂t = ∆u,

ε2 ∂φ
∂t
= ε2∆φ− f(φ) + u,

∂νφ = ∂νu = 0 on ∂Ω.

(29)

I shall first approach the question of phase separation from the point of view
of the unfolding of instabilities of a constant solution. To do this one should
have to find what those constant solutions are. From (29) it is evident that they
are pairs (u0, φ0) satisfying

u0 = f(φ0). (30)
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We linearize (29) about this constant solution to obtain a dispersion relation.
This amounts to looking for solutions of (29) in the form

φ ≈ φ0 + δΦexp (σt+ ik · x), u ≈ u0 + δU exp (σt+ ik · x).

for small δ, and discarding terms in the resulting equation of order δ2 and higher.
Doing this, we find that the various parameters in this assumed form for the
solution must satisfy (setting k = |k|)

σ(U + ΛΦ) = −k2U,

ε2σΦ = −k2ε2Φ+ β(φ0)Φ + U,

where (as before) β(φ) ≡ −f ′(φ). Let σ̄ = ε2σ, k̄ = εk. Then

U(σ̄ + k̄2) + Λσ̄Φ = 0,

−U + (σ̄ + k̄2 − β)Φ = 0.

Now drop the bars. The larger of the two values of σ allowing a nontrivial (U,Φ)
is given by

σ =
1

2

[
−2k2 + β − Λ +

√
(β − Λ)2 + 4Λk2

]
. (31)

Let η = Λ− β, p = 2k2. Then

σ =
1

2

[
−η − p+

√
η2 + 2Λp

]
.

If η > 0 (Λ > β), then σ = 0 for k = 0 and for k2 = β. If η < 0, then σ = 0 for
k2 = β only. If β > 0, σ > 0 exactly for k2 between 0 and β; and if β ≤ 0, σ is
never positive.
This means, as in the Cahn-Hilliard case, that (u0, φ0) is linearly unstable

for exactly those values of φ0 where β(φ0) = −f ′(φ0) > 0, i.e. for φ0 in the
“spinodal” of the function f(φ).
For β > 0, the maximum value of σ occurs for 2∂σ

∂p
= 0, which is for

p = 2k2 = β

(
1−

β

2Λ

)
≡ 2k2m ≡ pm.

For Λ > β the dispersion relation (31) clearly has the same qualitative features
as the dispersion relation (15) for the Cahn-Hilliard equation. Following the
same sort of reasoning as in Section 3, we can expect the phase separation
process in higher dimensions to lead to a nonunique configuration with order
parameter φ varying in x according to a characteristic length of the order ε.
In one space dimension, one might expect most small perturbations of the

constant solution to eventually enter, but not stay, in a neighborhood of an
exact stationary solution with wavelength corresponding to k = km. Let us
examine the possible stationary solutions. Clearly, u = const. and φ satisfies

ε2∆φ− f(φ) = const = −u. (32)
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Note that stationary solutions u(x) of the Cahn-Hilliard equation satisfy
this same equation, but generally with a different constant. We can think of the
constants in the two cases as functions of the total mass (for the CH case) and
of the total energy (in the phase field case), if these quantities are known.

The stability properties of these nonconstant stationary solutions are rele-
vant for understanding the dynamics of phase separation and coarsening. They
were studied in [2] for both the Cahn-Hilliard and traditional phase-field mod-
els. In particular, comparisons were made between the unstable eigenvalues of
the stationary solutions in these two contexts, and those in the context of the
bistable model, which is the phase-field model with Λ = 0 and u = const.

8 Internal heating effects

In the previous section, I indicated that unstable constant solutions of the phase
field equations develop into a finely grained decomposed state in a manner quite
analogous to spinodal decomposition for the Cahn-Hilliard equation. In the
present section, I shall argue that the same type of decomposition occurs when
a stable initial state in solid phase is subjected to internal heating.

Although this is suggestive of the well-known appearance of mush during
the heating of an ordinary solid substance, in actuality the phase field model
is inadequate to describe this latter event in typical cases, and is probably
also inadequate to describe it in the opposite scenario of a liquid being cooled
internally. The phase field model simply applies to an imperfection-free medium
whose only field variables are temperature and an order parameter. In actual
cases, structural imperfections and temperature fluctuations nearly always play
a governing role in phase transitions due to internal heating, and they are not
accounted for in this model. Therefore the following is an idealization whose
practical value will be only realized when other effects are added.

To put in internal heating, we adjust the previous model (29) so that the total
energy of the system is no longer assumed constant; rather by some external
means, it is increased at a constant rate. This additional energy is assumed to
be supplied to the system at a rate which is not only uniform in time, but in
space as well. Let q denote this constant volumetric heating rate. Then in place
of (29) we have

∂u
∂t + Λ

∂φ
∂t = ∆u+ q,

ε2 ∂φ
∂t
= ε2∆φ− f(φ) + u.

(33)

Numerical experiments [26] have been performed for this model, in which
initially the system is entirely solid at a temperature below T0 (the melting
temperature of the material). Thus at t = 0, u ≡ u0 < 0 and φ ≡ φ0, where
f(φ0) = u0. Recall that f(φ) is a bistable cubic-like function.

In our experiment, the temperature is fixed at the boundary, so that the
boundary conditions, in place of the third equation in (29), are taken to be

∂νφ = 0, u = u0 on ∂Ω. (34)
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Several distinct stages in the subsequent evolution of the system are appar-
ent. These stages are shown in the graphs reproduced in [26]. Here we shall be
content with describing their qualitative features, as follows.

1. In the first stage the system, at each point in space and time, stays very
near the curve Γ : u = f(φ). The initial point is on Γ, to the left of the
place where u = 0. Near the boundaries of the domain interval, in fact, the
solution remains on Γ in all later stages as well. Significant deviations occur in
the interior.

2. Let Γ1 denote the ascending (left hand) portion of Γ for u > 0. In anal-
ogy with the CH model, call it the left metastable portion of Γ corresponding
to a superheated solid. It ends at the local maximum. At some time in the
experiment, there will be a portion of the material whose state passes beyond
this apex. When this happens, the material fairly quickly develops an instabil-
ity, provided the rate of heating q is small enough. This instability results in
two effects: (a) the function φ develops large spatial oscillations, and (b) the
temperature function u is attracted to 0. Actually, the immediate behavior of
u when the oscillations first appear is that it also incurs spatial oscillations; but
these are quickly smoothed out so that u is approximately constant, and that
constant, as was indicated, quickly approaches zero.
3. These spatial oscillations persist for a time longer than it took them

to develop in the first place. Then they begin disappearing in the following
fashion: one by one, the “dips” in the oscillatory profile are filled in; this results
in portions of the profile of φ which are relatively flat-topped. There is no
particular order in which they fill in; this part is random, except that the dips
which happen to be the least deep are filled in first. The resulting configuration
is a partially coarsened mush.
4. Eventually, all the dips are filled in; at this point, one may say that the

mush has disappeared. Then the φ profile is relatively flat. Shortly thereafter,
the u profile flattens as well. The next stage in the evolution is characterized
by the state in the interior of the material moving up the right hand ascending
branch of Γ. After a long enough period of time, the system arrives near its
ultimate steady profile, in which the temperature distribution is parabolic, and
the φ distribution exhibits two regions: solid and liquid. In each of these, the
system’s state is on an ascending stable portion of Γ. In the solid, that portion
is to the left of Γ1, and in the liquid, it is to the right of Γ2. Between the two,
the function φ makes sharp transitions between +1 and −1.

9 Nucleation in the phase field context

Since we have drawn considerable analogies between the CH and PF models, it
is natural to look for nucleation effects in the latter context as well. The physical
setting is indeed a natural one: a supercooled liquid represented by a constant
solution (u0, φ0) of (29). The point (u0, φ0) will lie on the right hand ascending
metastable branch Γ2 of (29). In this case, an analysis will undoubtedly show
that this uniform solution is locally stable, but does not maximize the global
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entropy. We conjecture that nucleation phenomena will occur, very much as
described before in Section 3.
In other words, for the phase field model there are undoubtedly also two

mechanisms for phase separation of the uniform solution (u0, φ0): one is analo-
gous to spinodal decomposition, for which this point lies on the spinodal portion
Γs, and the other is a nucleation and growth process, for which it lies on one of
the two metastable portions Γ1 or Γ2.

10 The Novick-Cohen-Pego alternative

It is possible to model the relaxation of the functional F0(0) with a local gradient
flow, without adding a van der Waals penalty term as in (7). One way to do
this was devised by Novick-Cohen and Pego. Their model was motivated in part
by consideration of viscous effects in the flow of the basic material induced by
phase separation, and I shall not go into that aspect.
Their model turns out to be a gradient flow for the functional F0 with

reference to a somewhat nonstandard Hilbert space. To define this space, we
first consider a certain selfadjoint operator A, defined on the space M ≡ the
subspace of L2(Ω) consisting of functions with average zero:

∫
u(x)dx = 0. We

define, for some ν > 0,

Au = (ν∆− I)−1∆u.

This can be considered as the selfadjoint extension, in the space M , of this
operator acting on smooth functions satisfying a homogeneous Neumann con-
dition on ∂Ω. For such a function u, (ν∆− I)−1u is defined to satisfy the same
boundary condition. The operator A is readily seen to preserve the condition
of having average zero, and so the selfadjoint extension does so also. Finally, A
is seen to be positive definite.
In M , we define a scalar product

〈u, v〉M ≡
〈
A−1u, v

〉
L2
.

We may now determine gradF0 in M . For this, note that

d

dt
F0[u+ tv]|t=0 = 〈W

′(u), v〉L2 = 〈AW
′(u), v〉M = 〈gradF0[u], v〉M ,

so that gradF0[u] = AW ′(u), and the gradient dynamics gives rise to the evo-
lution equation

∂u

∂t
= −KAW ′(u) = K(I − ν∆)−1∆W ′(u),

or
∂u

∂t
+K∆

(
f(u) + ν

∂u

∂t

)
, (35)

where as before, f =W ′.
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A global existence theory for (31) was obtained in [50], as well as some
very surprising stability results which will not be recounted here. Solutions can
approach, as t → ∞, a much greater variety of steady states that can those of
the Cahn-Hilliard equation.

Constant solutions in the spinodal region are unstable, as for the CH equa-
tion, but their dispersion relation does not identify a preferred wave number
with maximal growth rate. In fact for large k, the growth rates of the unstable
modes are approximately independent of k, and a phase separation can take
place with arbitrarily small characteristic length.
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Postscript

Since this paper was written in 1991, a tremendous amount of work has been
done relevant to its content. I indicate here just a few of the references; they
are at the end of the bibliography below.

Relevant to Section 2: In [60], the notion of gradient flow is exploited to
provide insight into other models. In [61] and in other papers by Gurtin and
coworkers, an alternative basis for the derivation of these models is provided
and studied.

Relevant to Section 3: There has been considerable work on the phenomena
of spinodal decomposition, slow interfacial dynamics, and other aspects of the
dynamics of the CH equation. Some of the relevant papers are [62]– [78]. The
paper [74] is another review article dealing partly with these issues.

Relevant to Section 4: Higher dimensional nucleation phenomena were dealt
with in [79].

Relevant to Section 6: See [80]–[82] for a few of the many papers on ther-
modynamic phase-field modeling.
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