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Abstract. We propose a novel approach to the hard problem of consciousness, fram-
ing it as a tractable scientific inquiry within theoretical computer science. We ex-
plore how an agent might process sensory inputs, gain subjective experiences, and
generate meaningful behaviors by considering a simplified, idealized model of a cog-
nitive, embodied agent. Exploiting the semantic properties of computations, we in-
vestigate mind-like properties traditionally studied in the philosophy of mind. Our
framework enables us to formulate and prove core propositions that offer partially
non-constructive answers to Chalmers’ questions of how and why consciousness
arises. We bridge the explanatory gap between the physical and mental by endow-
ing the agents with an anticipation ability via their learned world model. This abil-
ity connects subjective experiences, triggered by the impact of experiential quali-
ties of sensory events on the agent’s data processing, with the corresponding antici-
pated behavior. Our findings provide a functional explanation for the hard problem of
consciousness and suggest that consciousness and subjective experience, in various
forms, extend beyond biological brains. This knowledge has significant implications
for understanding the nature of consciousness in a wide range of natural and artificial
systems.

“Can you imagine that human consciousness is just one example of this huge
spectrum of conscious-like experiences that can be instantiated in other systems
that could be artificial or they could be organic and what we consider sort of this
wondrous quality of being a human being is actually just a pedestrian example
of something that can take on so many other forms?”

Brian Green, in a video podcast with David Chalmers and
Anil Seth, 2024 [12]

Keywords: behavioral agents, aphantasia, events, experiential qualities, hard problem of
consciousness, hard problem of matter, interaction, non-trivial properties, non-uniformity,
subjective experience, world model

1 Introduction

1.1 Motivation and background

In the philosophy of mind, the famed hard problem of consciousness epitomizes our pro-
found ignorance of the relationship between physical processes such as occurring in the
brain and consciousness. The problem asks for an explanation of how and why physical
brain activity gives rise to qualia, phenomenal consciousness, or subjective experience.
Can it be understood at least from a theoretical perspective? Could it apply to AI systems?

⋆ The research of the first author was partially supported by Grant No. CK04000150 EBAVEL of
the Czech Technology Agency, programme Strategy AV21 “Breakthrough Technologies for the
Future”, and the Karel Čapek Center for Values in Science and Technology.
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Subjective experiences are a subjective aspect of information processing within any
conscious cognitive entity. Obviously, such an entity has subjective experiences in any sit-
uation, but the question is why and what it feels like for the entity. In 1974, Nagel [18] put
it as follows, phrased in our terms: what is it like to be that conscious entity? For exam-
ple, humans can experience various stimuli, be it the red color of the setting sun, the cool
breeze, the smell of the sea, the sour taste of the sorrel, the glorious tones of the organ,
and so on. Experiencing is not only evoked by external stimuli but also by various internal
stimuli: experiencing emotions, pains, mental images of past experiences, experiencing the
flow of thoughts, et cetera. The emergence of all these experiences has a physical basis –
the processing of the relevant information – but why, as asked by Chalmers [7], is this pro-
cessing accompanied, as it were, by these internal experiences, this mental experiencing?
This is precisely the crux of Chalmers’ hard problem of consciousness.

The hard problem of consciousness has since become the subject of intense research
and debate among philosophers, researchers in artificial intelligence, and other thinkers.
The hard problem is usually contrasted with the ‘easy problems,’ roughly the remaining
problems related to consciousness, like the ability to discriminate, integrate information,
perform behavioral functions, et cetera. These problems are amenable to functional expla-
nation – that is, explanations that are mechanistic or behavioral [6]. However, despite of
all efforts, the hard problem still needs to be resolved [31, 42]. It is a challenging question
how one could still proceed.

By its very definition, the hard problem of consciousness regards human cognition. A
majority, if not all, of the efforts mentioned above to resolve the issue have been made in
this framework. For a broader perspective we note that only recently animal consciousness
has come into the focus of consciousness researchers. Even a bold hypothesis has lately
appeared, in the form of a declaration by experts that there is ‘a realistic possibility’ for
elements of consciousness in reptiles, insects, and mollusks [15].

If even relatively simple organisms exhibit signs of consciousness, why not consider
the possibility of (artificial) consciousness in AI systems whose complexity competes with
such creatures? For example, with the recent appearance of large language models, the
hard problem of consciousness has gained new momentum. Could it be the case that these
large language models actually exhibit signs of consciousness [1, 2, 19]? The problem of
conscious AI systems is generally seen as an important obstacle in achieving qualitatively
advanced AI systems that mimic higher-level human mental abilities.

In line with Brian Green’s quotation at the beginning, why not abandon the anthro-
pocentric context of the mainstream investigations of the theory of mind that focus on the
human brain in favor of more general, natural, and artificial cognitive systems? Why don’t
we look for common cognitive properties of such systems, regardless of their operating
environment, architecture, technological base, substrate, simplicity, or complexity? Such
studies may be vital to answering the tantalizing hard problem of consciousness. This idea
is the motivation for this study.

1.2 A novel mindset

We base our methodology on an approach that radically differs from most previous at-
tempts to model high-level mental activities. The idea is to design an abstract mathematical
model, or a computational one for that matter, that focuses on key properties attributed
to the mind while abstracting from low-level details. The resulting model of embodied
cognitive behavioral agents (CBAs) should cover a large spectrum of natural and artifi-
cial cognitive systems, ranging from humans and animals to complex and straightforward
cyber-physical systems equipped with sensors, effectors, and data processing abilities, all
potentially performing meaningful goal-oriented activities while exhibiting essential as-
pects of consciousness.

To study the properties of the abstract model, we take inspiration from two sources
within theoretical computer science. The first source deals with non-uniform models of
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computation, whose architecture can be tuned to the concrete computational task to be
solved, as studied in e.g. non-uniform computational complexity theory. In our case, we
are especially interested in non-uniform aspects of embodiments of our models. In this
instance, referred to as embodiment non-uniformity (or just non-uniformity for simplic-
ity), the corresponding systems all process multi-modal, potentially infinite input streams
of data but their design depends on the embodiment that reflects their mission. Different
missions normally require different embodiments (“architectures”) and different programs.
Non-uniformity is at the heart of many problems related to modeling and explaining con-
sciousness and subjective experience, in the many forms in which they occur in biological
and artificial systems.

The second source of inspiration comes from studying the semantics of programs, i.e.,
of their behavior when run. We draw an analogy between the behavior of embodied cog-
nitive agents, which we see as embodied Turing machines of some kind, and the semantic
properties of Turing machine computations. In this context, special attention is given to
so-called non-trivial properties of computations. A non-trivial property is neither true for
every program nor false for every program. (In the theory of computation, a result known as
Rice’s Theorem (cf. [21]) shows that non-triviality is the essential feature of all properties
that are undecidable in general form.)

For embodied cognitive agents, a semantic property is ‘non-trivial’ if it is a property
of the behavior of some agents but not of all agents: some have the property, and some do
not. Examples of properties of agents that one may be interested in from the viewpoint of
non-triviality are: consciousness, subjective experience, attention, creativity, adherence to
given principles, etc. Even this simple discrimination between the behaviors of agents will
be sufficient for proving the non-existence of philosophical zombies.

The resulting mindset of non-uniformity and semantic properties brings a significant
methodological benefit when analyzing the behavior of embodied cognitive agents. Instead
of considering several high-level mental properties attributed to the human mind separately,
such as consciousness, subjective experience, creativity, ethical behavior, and the like, it
allows a consideration of the intrinsic semantic properties of agents in general. This vastly
simplifies the number of specific cases of the previously considered mind-like properties.
It allows their generalization to a broad range of analogous properties of both natural and
artificial systems. This generalized approach offers new insights into the hard problem of
consciousness and related fields of consciousness studies. It has the potential to change the
landscape of the philosophy of mind substantially.

1.3 Contribution and results

We posit that consciousness is a computational phenomenon arising from the interaction
of embodied cognitive agents with their respective environment over time and the stream-
lining of their behavior towards their mission under all circumstances. It is the product of
specific computational acts applied to sensory data, internal states, and learned knowledge
of the agents. This position is strongly aligned with traditional computationalism, but sur-
passes it in essential aspects. Note that traditional agent models in computationalism are
mostly anthropocentric. Most are based on our understanding of the brain and its function-
ing (cf. [3–5, 14, 23, 24]) and focus on abstract disembodied and instantaneous information
processing.

In contrast, our model of embodied cognitive behavioral agents (cf. Section 2) is primar-
ily explanatory and non-anthropocentric, covers a large spectrum of natural and artificial
systems, and incorporates the core elements of embodiment and perceptual data processing
mechanisms. An explanatory model concentrates on defining, in a structured way, WHAT
the model is doing rather than on the details of HOW it does it. The model does not give a
recipe for constructing an embodied cognitive agent endowed with a form of consciousness,
but rather is a high-level guide for understanding the goals of its work.
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In our model, we characterize the behavior of embodied cognitive agents by the seman-
tic properties that represent their intrinsic (defining, fundamental, inseparable) properties
(cf. Section 3.2). We will argue that different semantic properties lead to a noticeable dif-
ference in an agent’s behavior and imply the non-existence of philosophical zombies (cf.
Proposition 1 and Proposition 3). The latter has been considered by some as a strong argu-
ment supporting the significance of the hard problem of consciousness (cf. [8]).

The main results of this study are in Section 4. Within the framework of embodied
cognitive behavioral agents, we first define the notion of experiential quality of events and
of subjective experience. Here, events are perceived through multiple ‘sensations’ over time
(cf. Definition 8). Next, using that agents have an anticipation ability via their learned
‘world model’, we bridge the explanatory gap between the physical and the mental. The
anticipation ability referred to connects subjective experiences, as triggered by the impact
of the sensations of experiential qualities of events on an agent’s data processing, with the
corresponding anticipatory behavior represented in the agent’s world model.

The effects of the respective data processing mechanisms and their concurrent interplay
lead, on the one hand, to emotions, qualia, and feelings of the experiential qualities of
events perceived by the agent as subjective experiences (cf. Proposition 4). On the other
hand, we argue that they give rise to the development of the non-uniform, agent-dependent
‘what-is-it-like’ aspect of consciousness (cf. Section 4.3).

Eventually, this leads to a simple and concise general definition of consciousness cov-
ering the broad spectrum of embodied cognitive agents considered in this study:

Consciousness is the ability of embodied cognitive behavioral agents to perceive
experiential qualities of events in their surroundings and be responsive to their
subjective experience.

This insight offers a novel understanding of consciousness as an interplay between
physical interaction, internal data processing abilities, and the historical context of inter-
actions. No resort to emergence to explain consciousness as a spontaneous, unpredictable
rise of a new property is needed; no notion of complex systems needs to be invoked.

The generality of our approach allows us to apply it in answering the so-called hard
problem of matter raised by Russell [22] and Strawson [25]: what are the intrinsic qualities
of physical phenomena, or more generally, of matter? (cf. Section 5).

The results demonstrate that the hard problem of consciousness, traditionally seen as
an impenetrable barrier between the physical and the mental realms, is not a fundamental
obstacle. Within our model, we transform the problem into a series of ‘easy problems’ that
are believed to be solvable by tractable scientific inquiry.

2 Cognitive behavioral agents

We now describe our main object of interest – embodied cognitive behavioral agents (CBAs
or ‘CBA agents’). Embodied cognitive behavioral agents intend to model all living or non-
living (biological or non-biological) cognitive entities operating in the actual world or its
subsets or, in the case of artificial agents, in formalized domains.

To achieve a high level of generality and machine independence, we present our CBAs
in the spirit of the epistemic approach to computation [36]. In this approach, the data pro-
cessing acts of agents are seen as processes generating knowledge, in terms of behavior,
over (or in) their operating domain, in the framework of a corresponding knowledge the-
ory. The knowledge theories describe both the operating domains of the agents and the
allowed operations in that domain, and thus define the grounding of the agents in their op-
erating domains. Knowledge theories can be described formally or informally. For details
we refer to [36].

Following the philosophy of epistemic computation, in the description of the agents
we focus on WHAT an agent has to do (in terms of generated knowledge or behavior)
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rather than on HOW it achieves its goals. Hence, we see embedded CBAs as black boxes
whose ‘calling’ it is to generate a set of actions for each set of input stimuli that they
perceive while preserving a certain semantic condition put on the behaviors they generate.
The agents preserve a causation link between the incoming stimuli and the corresponding
‘mental processes’. In turn, at the physical level, these processes lead to agent behaviors
while following a specific goal guaranteed by their adherence to certain suitable semantic
properties (cf. Section 3).

2.1 Informal description of the ‘CBA model’

An embedded cognitive behavioral agent is (or, models) a physical system, i.e., an arrange-
ment of parts or elements that exhibits behavior based on that of the individual constituents.
The individual constituents make up the agent’s ‘body’. Agents have facilities for the inter-
change of information or energy (but not matter) with their environment. They satisfy the
following properties:

– Finite specification: Each agent is to be finitely describable at any given time. This
refers to the fact that we assume that the entire constitution and behavior of an agent can be
specified using a finite description of some kind over a finite alphabet of symbols and that
the representation of the data it gathers over time is necessarily finite at all times too.

– External and internal sensations: Each agent is ‘grounded’ in its environment via its
sensors and effectors. It continuously senses its environment (i.e., operating domain) and
its body. In general, an agent can possess sensors that register external and internal stimuli
and the qualities of various modalities. The sensors deliver representations of the events or
objects they register and information about their objectively measurable qualities (inten-
sity, pitch, speed, number of revolutions, acceleration, direction, proximity, position, place,
state, size, temperature, salinity, humidity, pressure, voltage, level of resource utilization,
activation of internal mechanisms, specific pattern occurrence, and the like). Often, agents
will work with sensor arrays comprising a homogeneous group of sensors, e.g. deployed in
a specific geometric pattern. The advantage of using a sensor array over a single sensor is
that an array adds more dimensions to the observation, helping to estimate more parameters
and improving the quality of the performances.

– Mood sensations: In addition to objectively measurable sensations and their qualities,
some agents may use context-dependent subjective sensations, delivered by the interplay
of external and internal sensors and mechanisms that return specific quality signals re-
porting the ‘moods’ of various agents. Moods emerge upon the registration of particular
configurations of external and internal events occurring in the context of related previous
experiences, characterized by the simultaneous activation of specific mechanisms or pat-
terns in the agent’s body. They correspond to the instantaneous complex ‘cognitive state’ of
an agent as the result of current and remembered past circumstances. The common feature
of moods is their private nature, which is ineffable in a natural language, intrinsic to and
inseparable from the agents. Moods are not objectively measurable. Their arousal and reg-
istration in particular situations depend on an agent’s design and constitution and manifest
themselves through the agent’s reactions. In humans, they correspond to feelings, emotions,
and qualia. Moods occur in various qualities and intensities and are inseparable parts of the
qualities of events under specific circumstances.

– Effectors: Depending on sensations and moods, an agent activates its external and inter-
nal effectors (actuators) and acts in its environment and in its body. In this way, it generates
behavior corresponding to the situation as mediated by its incoming external and internal
percepts, moods and their respective qualities, possibly depending on the history of previ-
ous interactions. Effectors can have sensors sending feedback information concerning the
success of their actions.

– Interactive behavior: A step consisting of, possibly several, ‘readings’ of sensory data
input data and the ‘writing’ of a corresponding bundle of outputs (data, signals, stimuli)
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to the body and the environment of an agent, is called an interaction. The duration of an
interaction, i.e. the time that elapses between the entering of the input data and the issuing
of the respective output, is always finite but need not be constant; it can depend on the
time complexity of the processing of the input data and on any ongoing internal processing
before the bundle of output data is generated (cf. the next item in this description). We
measure the duration of interaction steps in perception cycles. Within each perception cycle,
any agent performs just one reading of its sensors.

– Data-processing ability: Agents process streams of input stimuli from internal and ex-
ternal sources, generating actions while preserving appropriate semantic conditions on the
behavior that are brought about. By the philosophy of epistemic computation, we do not
make any assumptions about HOW the input data are actually processed. The underlying
processes, deterministic or otherwise, may be realized by whatever computational, biolog-
ical, chemical, mechanical, quantum, or other physically conceivable principles, including
not yet known ones, that allow an agent to link its percepts to the corresponding actions. In
particular, we allow for any data processing using the mental abilities of biological brains.

In our context, we see the body of any agent as a ‘black box’ whose behavior depends on
its current percepts, moods, previous interactions, and on how it is processing the respective
data. In Subsection 4.2.1 we will specify some more details of what is taking place ‘inside’
the agents, but we do not need it now. Agents are allowed to inform their environment about
all ongoing (‘mental’, internal, private) processes inside their bodies (i.e., black boxes). We
posit that the data-processing abilities of agents are substrate-independent and enable the
realization of the ‘easy problems’ of consciousness (cf. Section 1.1).

– Energy consumption: The abilities that underly perception, data processing, and action
of agents are assumed to be based on physical processes and thus consume energy when
activated. This excludes any non-physical influencing on agents.

– Non-uniformity of agents: The agents are essentially nonuniform, and operating domain-
and purpose-specific. This means that no uniform algorithm can be assumed that would
generate all instances of agents, given their operating domain and task in that domain. In-
deed, assuming that there are unboundedly many domains, nonuniform complexity theory
learns that there may be uncountably many ways in which an agent can be up to its mission.

From the informal description one may observe that CBA agents are related to cyber-
physical systems (CPSs) and embedded ‘intelligent’ agents as known in software engineer-
ing and artificial intelligence, respectively. However, the notion of CBA agents is more
general since CBAs are not necessarily driven by objectively measurable internal sensa-
tions and standard computations like CPSs are and have qualities not found in common
agent systems. The model of embodied cognitive behavioral agents with the properties in-
formally described above, will be referred to as the CBA model in the sequel.

2.2 Discussion of the CBA model

Before we continue the study of the CBA model, we examine some of the key assumptions
that were made in the list of properties in Subsection 2.1.

– The first assumption, stating that agents must be finitely describable at any given time,
is of utmost significance. It eliminates ‘infinite’ agents, but does allow agents to ‘grow’ in
size with time. For example, this option allows agents to store and retrieve data from past
interactions, as long as their description remains finite.

– Next, in the description of the sensory qualities of agents, the possibility of sensor ar-
rays must be included. The arrays are integral components of many biological and artificial
systems and significantly influence their environmental interaction. Important examples in-
clude the complex arrays of photosensitive cells in the eye retinas of animals, which process
a wide range of visual stimuli and contribute to the navigation of the animals in their envi-
ronment, and the tactile arrays of mechanoreceptors in the mammalian skin, which allow
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mammals to detect various tactile stimuli such as pressure, vibration, and texture. Both ar-
rays of photosensitive cells and mechanoreceptors have their technological counterparts in
artificial agents.

– By positing the existence of ’private’ internal phenomena calledmoods, to be captured
by special mood sensors, our model deviates from other approaches to conscious-like in-
formation processing in the theory of mind. Moods arise from the evaluation by an agent’s
internal control mechanisms of the impact of past and present external and internal events
(cf. Definition 8). The evaluation occurs in the context of related past experiences, char-
acterized by specific activation patterns within the agent’s body. While standard sensors
measure physical, chemical, or biological quantities and convert these into measurable out-
puts (typically electrical signals), mood sensors are persistent semantic processes that de-
tect patterns or trends across the data from various agent mechanisms. These sensors assess
attributes such as the rate, frequency, order, speed, intensity, and duration of activations –
which can metaphorically be interpreted as the agent’s moods.

A defining characteristic of moods is their private nature - essentially inexpressible
in natural language and inherently tied to the agent. Unlike standard sensor data, moods
are not directly measurable online, in real-time. Instead, they are latent within the data,
necessitating longitudinal analysis of event sequences for detection. This is because events
are logically linked, enabling both retrospective identification and continuous monitoring
of relationships. These analytic procedures, analogous to sensory fields, reveal additional
modal dimensions and trends within event sequences, as the corresponding data capture a
latent spatiotemporal representation of selected event properties [20].

Processing moods requires complex, multi-modal data analysis, considering incoming
external and internal inputs, their quality, intermediate results from prior interactions, and
potentially unforeseen physical influences stemming from data processing patterns within
the body such as feelings, emotions, qualia, and thought processes. Recognizing the pres-
ence and behavioral influence of moods is crucial for the investigation of the hard problem
of consciousness.

– The data-processing ability of agents is crucial to the model. The assumption of the
variable length of interaction steps, which may include several perception cycles, is es-
sential for mood processing. It allows the ‘observation’ and temporal influence of events
whose perception extends over several cycles and includes ‘experiential qualities’ crucial
for the origination of subjective experience (cf. Section 4.2). The assumed substrate inde-
pendence of the data processing implies that the ability of cognitive behavioral agents to
satisfy their intrinsic properties (of which the mental-like properties of living creatures are
a special case, as we shall see later) do not vary with the physical substrate used for the un-
derlying data processing. To quote Tegmark [28]: ‘it’s only the structure of the information
processing that matters, not the structure of the matter doing the information processing.’
However, the sensory data being processed and the motor data generated depend on the
physical characteristics of the respective sensors and motors.

– The description of the data-processing ability so far leaves it open what the agents are
actually supposed to do and remember based on the input data they perceive, in terms
generated behavior and (stored, accumulated) data from ongoing and earlier interactions.
Depending on context and purpose of the agents, the CBA model may be tuned by specify-
ing in more detail what the data processing by an agent’s body is to bring about when it is
confronted with certain internal or external ‘events’ in the input. This allows for the wide
applicability of the CBA model. In particular, it will be pursued in this study in Section
4.2 where we aim to model the mental facilities in agents and explain the emergence of
subjective experiences in agentic behaviors.

Many systems are modeled by CBAs. As a straightforward example, consider the ther-
mostat controlling a heating system. Its actions are simple: if the air temperature drops
below 20◦ Celsius, say, it sends a signal switching on the heater. If the temperature is over
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22◦ Celsius, the heater is off. The ability to maintain the temperature within the given
bounds is the intrinsic property of the system; at the same time, it is its purpose.

In general, there are plenty of examples of systems in practice of which at least the
core activities can be modeled by CBAs. The examples include humans, animals, plants,
bacteria, robots, self-driving cars (cf. [39]), and various cognitive cyber-physical systems
(cf. [38]). This claim can be verified case by case by inspecting whether such systems
satisfy the general properties that characterizing CBAs. Software and AI systems like neural
networks, large language models, or AI chatbots are also CBAs, their sensors being the
input devices and their effectors being the output devices.

To give examples of agents that are not CBAs, think of physical systems that do not
comply with all the properties of CBAs. For instance, systems that are not finitely describ-
able; have a behavior that is not well defined, that are not physical systems, or that do not
process information: rocks, water, rain, air, fire, crystals, etc.

2.3 Formalization of the CBA model

When it comes to formalizing the model of embodied CBAs, it makes sense to formal-
ize only the interfaces between their sensors and the body and between the body and the
external and internal effectors. After all, due to the black-box principle and the substrate
independence of the data processing, we do not want to make any assumptions concerning
how the sensory data are processed and how the instructions for the effectors are generated.
Instead, we are interested in explaining the purpose of the actions of the agents, i.e., what
they do, in various situations. As noted before, we only assume that the agents can solve
‘easy problems of consciousness’. This restriction aligns with the explanatory nature of our
model and the underpinning epistemic theory.

Let A be an agent, let Σ be the finite set of basic signals that can be delivered to and
recognized by the external, internal and mood sensors of A, and let Γ be the finite set of
basic signals that can be sent to, received and interpreted by the effectors of A. Assuming
k input and ℓ output signals, for any t ≥ 0 the pair it = (st, bt) consisting of an input
situation st ∈ Σk and a corresponding behavior bt ∈ Γ ℓ as output is called the t-th
interaction of agent A.

The core of an agent’s activities is presented in the following definition. It defines the
next activity of an agent, on a discrete time scale, as a function of the current situation and
the history of all previous interactions.

Definition 1 (Next move). For all t ≥ 0, interaction it+1 is the pair (st+1, bt+1) where
st+1 is the (representation of the) environment at time t + 1 as read by A′s sensors and
bt+1 is the corresponding (representation of the) behavior of A in the environment at time
t+ 1 defined as

bt+1 = F (st+1, i0, i1, . . . , it) (∗)
where F is the ‘next-move function’ realized by A.

It is important to realize that Definition 1 is the basis for all of the agent’s functions related
to its presumed consciousness later, because it represents a relationship between perception,
cognition, and action. Iterating the interactions, agent A works like a transducer producing
unbounded sequences (streams) of consecutive interactions (i0, i1, . . . ) over time [38].

Definition 2 (Interactive run). Any sequence of consecutive interactions (i0, i1, . . . ), gen-
erated by A over time in response to a sequence of input situations (s0, s1, . . . ). is called
an interactive run of A.

Definition 1 is related to the paradigm of predictive processing considered in cognitive
neuroscience (cf. [10, 24]). Namely, we can see bt+1 as a prediction, or anticipation, of
what agent A should do when being in situation st+1 and having processed interactions
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i0, i1, . . . , it. Predicting bt+1 requires a form of looking ahead – thinking of and deciding
about the future. Second, a high probability of the ‘correctness’ of prediction bt+1 assumes
a high degree of the agent’s understanding of its previous actions. Third, simultaneously,
the realization of the respective anticipation is an expression of the agent’s elementary
intentionality under the given conditions. Last but not least, since mood sensations are
involved, we see ‘germs’ of subjective experience and the formation of subjective points of
view (cf. [11]). All these are essential constituents of self-awareness.

These observations already indicate the potential of the CBA model for modeling the
mental faculties of AI systems. However, we will not follow the individual mental traits
mentioned since our arguments toward the dissolution of the ‘hard problem of conscious-
ness’ will be based on the general semantic properties of such traits rather than their par-
ticular properties (cf the next section and beyond).

Expression (∗) in Definition 1 shows that ‘the next move’ of an agent is dependent on
its current situation and its complete history of previous interactions. This dependence is
necessary to enable the reaction of the current behavior bt+1 to events occurring at arbitrary
times in the past. From the data-processing point of view, the evaluation of (∗) calls for
storing the entire history of agents’ interactions, causing a potentially unbounded increase
in time and space complexity of the underlying processes. In practice (as in LLMs, say), an
agent will use heuristics to identify and store only the ‘important’ past events to mitigate
this increase. On the one hand, this leads to space savings, but on the other hand, it leads to
cases of catastrophic ‘forgetting’ in which incorrect reactions of agents are invoked.

Note that the concept of interactions does not refer to a current ‘state’ of the agent
(whatever it could be) – interactions are just pairs of tuples of input and output signals
linked together by the agent’s operation. This aligns with our strategy to see the innerness
of agents as substrate-independent black boxes with an unknown internal structure of which
we can only observe the input/output behavior.

A problem with the view of agents proceeding in discrete steps might arise when the
agents work continuously, with individual interactions not separated. In such a case, we
will consider the discretization of the respective runs into a series of short-time steps. The
“granularity” of such steps must be chosen so that only a fixed constant number of input
and output changes happen during each step (cf. [33]).

Definition 3 (Agent behavior). Let LA denote the set of all interactive runs of agent A,
generated by A in response to all possible sequences of inputs situations that A can en-
counter. LA is called the behavior language of (or, generated by) A.

LA represents the behavior that any instantiation of A can generate, under any sequence
of circumstances that it can face.

2.4 Families of CBA agents
Instead of focusing solely on individual agents, we will often want to consider sets or
specific collections of agents that are in some way related.

Definition 4 (Family of CBA agents). A family of CBA agents is any set of cognitive
behavioral agents operating in the same environment, sharing identical alphabets of input
and output signals and processing the same streams of situational inputs.

There may be many reasons for considering agents collectively. For example, agents
may form a family because they have architectural or behavioral similarities (or both).
It is not uncommon to assume that families of agents are closed under certain kinds of
modification, construction or ‘creation’ of agents.

Definition 5 (Behavioral equivalence). Two agents A and B from the same family are
called behaviorally equivalent if and only if LA = LB.

Thus, two agents from a same family are behaviorally equivalent if and only if they
have the same behavior under all sequences of circumstances.
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3 Agents, properties, and the problem of experience

In the general CBA model, an agent’s behavior is characterized by its semantic properties.
By definition, semantic properties are properties of interactive runs of an agent. The prop-
erties cannot be recognized syntactically from inspecting an agent’s specification, since the
behavior of an agent will normally vary with time and depend on its input and output sig-
nals and on the history of its previous interactions. In general, semantic properties can only
be guaranteed by design.

In this section we explore the role semantic properties play in the CBA model and what
the properties may tell us about the agents in a given family. We also consider the possi-
ble implications for our study of the hard problem of consciousness which, as argued by
Chalmers [6], is essentially the problem of explaining what it is like for agents to experi-
ence (events, emotions and so on). In the sequel, when we speak of properties of agents we
will always mean semantic properties of their behavior.

3.1 Intrinsic properties

An interactive run (i0, i1, . . . , . . .) of agent A is said to satisfy propery P if and only if P
holds for every initial segment of the run, i.e., if P (i0, i1, . . . , it) is satisfied for any t ≥ 0.
We are especially interested in properties that hold for all interactive runs of an agent.

Definition 6 (Intrinsic property). We say that P is an intrinsic property of agent A, or
that A satisfies or can satisfy P, if and only if P is satisfied for (every initial segment of)
every interactive run of A.

Examples of intrinsic properties of human-like agents are, for instance, consciousness,
attention, creativity, courtesy, understanding, adherence to given principles, and the like.
For driver-less cars, the ability to apply the brakes or to respect the driving rules in any
situation. For a large language model, the ability to react to any prompt.

An intrinsic property P of agent A is an invariant property of the agent’s behavior
that must be fulfilled for any given run of A. It cannot happen that an agent satisfies P
and “decides not to exercise it”. Such a behavior would violate P. The adjective ‘intrinsic’
stresses that condition P belongs to A by its very nature – A’s interactions satisfy P under
all possible circumstances. An agent that does not satisfy P under all circumstances cannot
be equal to A (cf. Proposition 1).

If P is an intrinsic property of agent A then, for any interactive run (i0, i1, . . .) of A,
P (i0, i1, . . . , it) must hold for all t ≥ 0. The dependence of P on all initial segments, thus
on all previous interactions at any moment during the run, reflects A’s ability to react to
its history of interactions (which, primarily, reflects its learning capabilities). In this way, it
displays elements of self-awareness. Under this point of view, intrinsic properties represent
the world model in which the agent operates. This model drives the agent’s behavior by
capturing and understanding the relationships between current and past actions.

Note the crucial role of moods in shaping the world model. Namely, at any time t ≥ 0,
the moods are functions of (st+1, i0, i1, . . . , it). Hence, they are implicitly part of the next
move function of an agent (cf. Definition 1). Therefore, moods must be implied by some
intrinsic property P of the agent, capturing semantic properties of it.

An intrinsic property P depends on the agent’s mission, design, and data processing
abilities. It can be defined in various ways. For example, P may be specified as a quantified
predicate over the sets of inputs from Σk and outputs from Γ ℓ. P may also be defined by
means of a ω-Turing machine (cf. [30]) that recognizes precisely those streams that satisfy
it, or by any other suitable formalism reflecting the underlying data-processing mechanism.
It is natural to assume that P has a finite description.

In the case of sophisticated agents operating in complex worlds, the definition of a prop-
erty P may be very extensive and complicated since it must model the real world and the
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agent’s behavior under all circumstances as they may have occurred during the agent’s mis-
sion. For example, consider large language models. Practically, the entire agent’s ‘body’ is
realized by a very large neural network that represents the aforementioned world model,
enabling the realization of the next move function satisfying P. By Definition 1, this net-
work and the respective inference mechanisms instruct the agent what to do in any situation
it can encounter while respecting its previous interactions.

A single agent can satisfy several intrinsic properties at the same time. For instance,
an agent can be curious but obedient to his master. This ability is a consequence of the
compositionality of the quantified predicates that describe each intrinsic property. We use
this ability of agents when explaining a ‘what is it like to be’ argument in Section 4.

3.2 Non-trivial properties

An important question is what properties might reveal of the ‘internal processes’ of a given
CBA agent. In order to find out, we focus on families of agents. Clearly, different agents
of the same family that process the same streams of situational inputs may exhibit very
different behaviors. This is precisely what we are interested in: families populated by CBA
agents with different behaviors even on the same inputs. We consider what their semantic
properties might tell us.

Definition 7 (Non-triviality). Let F be a family of agents. Property P is said to be a non-
trivial property for F if and only if it there are agents A,B ∈ F such that P is an intrinsic
property of A but not an intrinsic property of B.

A property P will be called trivial for F if and only if P is not non-trivial for F. As a
consequence, P is trivial for F if and only if either P is an intrinsic property of every agent
A ∈ F or P is not an intrinsic property of any agent A ∈ F.

Non-triviality can be a very practical notion. For example, consider a family of self-
driving cars where some obey property PCR defined as ‘prefer the cars arriving from the
right’, and some do not. Property PCR is a non-trivial property of this family of cars. In
this family, some cars always prefer the cars arriving from the right and some that do not
always prefer the cars arriving from the right. The following general observation can be
made for families of agents that satisfy a non-trivial property.

Proposition 1. Let F be a family of agents and P a non-trivial property for F. Let X and
Y be two agents from F.

(i) If P is an intrinsic property of one of the agents but not of the other, then X and Y are
not behaviorally equivalent.

(ii) The converse statement does not always hold, i.e., if X and Y are not behaviorally
equivalent, then it does not necessarily follow that P is an intrinsic property of one of
the agents but not of the other.

Proof. (i) Assume without loss of generality that P is an intrinsic property of X but not of
Y. This means that P is satisfied by all interactive runs of X, but not by all interactive runs
of Y. It follows that LX and LY cannot be equal and thus, that X and Y are not behaviorally
equivalent (cf. Definition 5).

(ii) If X and Y are not behaviorally equivalent, it can still happen that the behavior of
both X and Y satisfies P or that the behavior of both does not satisfy P. This is easily
argued e.g. in the example of the family of self-driving cars given above. It follows that P
is not necessarily an intrinsic property of one of the agents but not of the other. ⊓⊔

Note that Proposition 1 (i) does not claim that the behavioral inequivalence of agents X
and Y will be observable along every identical sequence of situational inputs. Rather, the
opposite will be true – in many identical situations, X and Y could well exhibit the same
behavior. Behavioral inequivalence only means that there must exist identical sequences
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of situational inputs that will lead, in finite time, to different behaviors of the agents, as
they must satisfy the complementary pair of properties (always) P and ‘not always’-P
respectively.

Proposition 1 leads to a simple, but significant principle for families of agents with a
non-trivial property. Namely, if P is a non-trivial property for a family of agents F, the
proposition asserts the existence of behavioral differences between at least some pairs of
agents in F, implying a physical discrimination between the agents that always satisfy
P and those that do not always satisfy P . The reason is that the behavioral differences
between agents X and Y in Proposition 1 (i) must be caused by the different ways in which
they process their input and output streams, since one of them has to satisfy P all the
time, while the other agent can have runs not satisfying P all the time. However, note that
Proposition 1 (i) is non-constructive – it only states the existence of runs with different
properties and thus a different behavior, but not say how to find such runs.

The considerations show that notion of semantic properties is essential for defining and
understanding the behavior of CBA agents. However, deciding whether an agent satisfies a
given property intrinsically or not can be computationally difficult. It is worth mentioning
here that, in general, deciding whether a given agent satisfies a given non-trivial property is
an undecidable problem, i.e., there is no universal algorithm to fulfill such a task in finitely
many steps.

Proposition 2 ([39]). There exist families of CBA agents F and non-trivial properties P
for F such that the problem of deciding whether a given agent A ∈ F always satisfies P
is algorithmically unsolvable. In particular, the problem is algorithmically unsolvable by
another agent in F.

Reference [39] proves the result for (infinite) families of very general agents and for
all non-trivial properties P that are in a well-defined sense ‘natural’ for the CBA model.
It makes Proposition 2 similar to Rice’s Theorem in computability theory (cf. [21]), now
adjusted to the premises of the CBA model.

Proposition 2 is essential from a ‘practical’ viewpoint – it shows that there is no univer-
sal agent that can always determine from another agent’s description (‘program’) whether
this other agent satisfies a given intrinsic property. In practical terms, this result means that
the boundary between a ‘genuine’ agent, satisfying a non-trivial intrinsic property (such as
adherence to human values), and a simulating agent, not always satisfying this property,
may be hard to establish.

Another important lesson from this finding is that no ‘universal’ empirical benchmark
would allow deciding whether an arbitrary agent (or system) possesses consciousness, con-
trary to the beliefs of some thinkers. For an extensive discussion of this issue, cf. [9]. Es-
pecially if emotions, qualia, or feelings are, for some agents, their intrinsic properties, then
the distinction between the ‘genuine’ emotional experience and its sophisticated simulation
(‘conscious-seeming AI’) becomes blurred.

Note that Proposition 2 does not preclude the existence of specialized benchmarks for
testing the presence of well-defined consciousness or, in general, of intrinsic conditions in
specific entities.

3.3 On the problem of experience

Proposition 1 proves useful in our further considerations of the hard problem of conscious-
ness. Chalmers [6] argued that the essence of the hard problem (for human agents) is to
explain what it is that makes agents experience (thoughts, emotions and so on). While
agents are processing information, performing all sorts of functionalities internally and ex-
ternally that can usually be functionally defined and explained, why and how does this also
give rise to subjective experiences ([6], p. 6)?

In reviewing various possibilities, Chalmers [6] argues that purely physical accounts of
experience as a phenomenon are not very likely. He even claims that ([6], p. 12):
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“The facts about experience cannot be an automatic consequence of any physical
account, as it is conceptually coherent that any given process could exist without
experience. Experience may arise from the physical, but it is not entailed by the
physical.”

However, this conclusion seems to go too far. We will show that Chalmers’ claim is con-
tradicted by the observations underlying Proposition 1 which point to a marked difference
between agents that satisfy opposing intrinsic properties.

For a general argument we consider any family of CBA agents satisfying a non-trivial
property P (with ‘experience’ being a special case) whose satisfaction is externally per-
ceptible through behavioral reactions of the agents. An example of such a property is the
sensation of damage that can occur both in biological and artificial agents, with some agents
reacting to it and some not. A different example might be the behavior of a missile defense
system that reacts differently to hostile missiles heading towards their targets and those
going astray. We identify any such property P with the agent’s experience of satisfying P .
The following proposition contradicts Chalmers’ claim explicitly.

Proposition 3. Let F be a family of CBA agents as described above, and assume that ‘ex-
perience’ as a property is non-trivial for F. Then, at least for some agents, experience is
entailed by the physical.

Justification. We will view agents as processes, to be compatible with Chalmers’ parlance.
Assume that, as claimed, any given process satisfying a non-trivial property P could also
exist without satisfying property P . Let X be any process satisfying P and let Y be any
process not satisfying P. (X and Y exist by non-triviality of P .) By Proposition 1 (i), X and
Y are not behaviorally equivalent. Hence, X and Y must be different processes. Therefore,
it is not conceptually coherent that process X, satisfying P , could also exist as a process Y
not satisfying P. This contradicts the assumption. Hence there must be processes X ∈ F
satisfying P that cannot exist without satisfying P . For these processes, P is an automatic
consequence of X: satisfaction of P is entailed by the physical. ⊓⊔

Proposition 3 has severe consequences for understanding the hard problem of con-
sciousness. Namely, one of the arguments defending the hard problem relies on the exis-
tence of philosophical zombies. A philosophical zombie is a being in a thought experiment
in the philosophy of mind that is physically identical to a normal human being but does
not have conscious experience [8]. Proposition 3 states that the existence of philosophical
zombies is logically incoherent: if they existed, their behavior could not faithfully mimic
the behavior of humans under all circumstances.

In the next section, we will argue that experience is an essential component of con-
sciousness.

4 Events and their experiential qualities

We will now (finally!) elaborate on our framework of CBA agents, for the specific purpose
of gaining further insights into the hard problem of consciousness. Our ultimate aim is to
find answers to the key questions at the heart of the problem as identified by Chalmers:
‘why and how does subjective experience arise’ ( cf. [6], p. 3), and ‘why is the performance
of cognitive functions accompanied by experience’ ( cf. [6], p. 5). We will describe what
mechanisms in the agents could potentially account for it.

Our considerations will be speculative and hypothetical because we will attempt, within
our agential model, to bridge the so-called explanatory gap using an uncharted mindset.
The explanatory gap is the core of the ‘hard problem’ as we have been describing it above
(cf. [6], p. 6), namely the challenge of explaining how and why the physical properties of
processes realized by agents can give rise to corresponding subjective experiences. Until
now, no adequate physicalist solution to this problem has been described.
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To resolve it in our context, we extend the CBA model with a novel framework for
coping with the experiential qualities of events and propose mechanisms that translate these
qualities to subjective experiences. Then, we will investigate to what extent the solution we
find for the model is plausible and corresponds to the insights and ideas we have for the
case of human consciousness.

This lengthy section is organized as follows. First, in Section 4.1, we define several new
notions that are necessary to explain our approach: events, experiential quality, subjective
experience, and longitudinal perception, and we give some examples. Next, in Section 4.2,
we take a closer look at what is happening internally in CBA agents and explain the mecha-
nisms that give rise to subjective experience in them. In Section 4.3 we discuss the meaning
of our findings, e.g. for explaining the ‘what-it-is-like’ aspect and the inseparability of sub-
jective experience. Finally, in Section 4.4 we return to Chalmers’ questions above and show
how they are answered by our theory.

4.1 Concepts

Before tackling the problem of subjective experience, we will describe the various key
concepts we will be using in detail. First, we devise the following definition of events that
reflects their spatial, temporal, and structural aspects as perceived by the agents.

Definition 8 (Events). Events are perception records of internal, external, and mood sen-
sations and their qualities during bounded time periods. Events come in two forms: ele-
mentary and composed ones.

(i) An elementary event is a discrete time-bounded period of sensations lasting over
several cycles received from the agent’s body or environment and perceived by the agent,
that cannot be further decomposed into simpler events.

(ii) A composed event is a well-distinguishable, goal-oriented, time-bounded sequence
of sensations which the agent receives from its body or environment. A composed event is
characterized by its purpose, grounded in the agent’s goals, onset conditions, announcing
the event’s arrival, progression pattern, characterizing the event’s time and space evolu-
tion, and termination condition. The purpose of a composed event is formally described as
an intrinsic property R that the agent has to satisfy during the event at hand. Property R is
implied by the overall intrinsic property P satisfied by the agent.

(iii) Events can be composed of other events to form a more complex structure.

Thus, an event is characterized by sensory information of ‘what’ happens in the agent’s
environment (the onset aspect), ’where’ it happens (spatial aspect), ’when’ it happens (tem-
poral aspect), ’how’ it happens (qualitative and structural aspects), and the purpose ‘why’
it happens.

Examples of elementary events are: typical human qualia in the philosophy of mind like
the redness of an evening sky, the scent of a lemon, the triumphal sound of a trumpet, and
the like. For artificial systems, like mobile phones: the reception of a strong GPS signal, of
an incoming call, or acceleration changes. For missile defense systems: the interception of
an adversarial missile, for heating systems: an abrupt temperature fall, etc. Perception of
all those events lasts for several interaction cycles.

For humans, an example of a composed event is a long jump in athletics, consisting
of four phases: approach, takeoff, flight, and landing. Each phase is a well-recognizable,
simpler event which, however, can be further decomposed into elementary events. For self-
driving cars: emergency braking. For mobile phones: call by voice.

Continuing the exposition, we consider the experiential qualities of an event. The no-
tion depends on the given event and on the time moment at which an agent registers the
event.

Definition 9 (Experiential quality). The experiential quality of an event E registered by
agent A at time t ≥ 0, i.e. after processing interactions i0, i1, . . . , it−1, is the complete
record integrating A’s external, internal, and mood sensations at time t.
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Experiential qualities of events are the analogs of word-to-vector encodings of words in
large language models (cf. [43]). Their encodings represent multi-modal high-dimensional
vectors of sensory and motor signals as registered by an agent at a given time.

Now, we are ready to define the notion of subjective experience.

Definition 10 (Subjective experience). The subjective experience of agent A of event E
at time t ≥ 0 refers to the impact of A’s processing of the experiential qualities of E as
registered by A on its internal structures at time t and, indirectly, on A’s future doings.
It encompasses the sensory, cognitive, behavioral, and structural responses that E evokes
when realizing its progression pattern, fulfilling the agent’s intrinsic property R (cf. Defi-
nition 8).

In other words, subjective experience is a process, or algorithm, pertinent to the regis-
tration of E and its influence on the current and future behavior of the agent. Processing
subjective experiences related to experiential qualities of perceived events is at the heart of
many applications – in fact, of any agent’s activities. For example, subjective experiences
are important for face recognition, where they allow to discriminate between known and
unknown faces and eventually identify the person at hand or recognize a person’s mood.
Another example is the classification of obstacles by autonomous vehicles.

Subjective experiences are essential in determining an agent’s next move as a function
of E and all previous interactions (cf. Definition 1). In the discussion after Definition 2 we
have stressed that, philosophically speaking, following a next-move function amounts to an
educated guess concerning the immediate future development of an agent’s environment.
Based on the agent’s experience and current situation, this guess anticipates the agent’s
forthcoming action.

This effect of anticipation and its exploitation in the definition of subjective experi-
ence has several significant consequences for the theory of mind. For one, it means that
subjective experiences directly relate to the concept of consciousness and its numerous
particular cases mentioned following Definition 2. Note that Definition 10 also points to
the relationship of consciousness to the anticipation of future states. This relationship is the
game-changer for philosophical zombies. It explains the observable difference in behav-
ior between agents that are zombies and agents that are not, as was explained right after
Proposition 3.

In the context of the hard problem of consciousness, the central message of Definition
10 lies in the fact that it bounds the subjective experiences of agents to their world model.
Metaphorically, to paraphrase Stephen Hawking, the latter fact ‘breathes the fire’ into the
agents and makes their world model the place to behave. (The metaphor refers to Hawking’s
famous question:‘What is it that breathes fire into the equations and makes a universe for
them to describe? which he posed in [13]. )

This insight provides a strong argument in favor of Definition 10. Namely, it represents
a bridge over the explanatory gap in the philosophy of the mind: the physical properties of
the impact of events give rise to the subjective experiences of the agents that correspond to
the evolution over time of their behavior as learned in their world model.

The problem with the definitions mentioned above is their generality, which stems from
our effort to cover a large class of agents. The definitions focus on subjective perception,
which differs from agent to agent not only among agents of diverse construction but also
among agents of the same type. This is due to variations in the technical parameters of their
sensory-motor equipment.

The situation is better for artificial systems since we can shift our perspective from
subjective human experiences to objective, measurable qualities like speed, acceleration,
frequency, or energy consumption. Only with a further specification of an agent’s prop-
erties, like embodiment, sensory-motor equipment and their technological idiosyncrasies,
data-processing abilities, environment, and purpose, can we give a more specific definition
of what may be meant by the experiential quality of an event and its impact as registered
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by the agent. The situation here is similar to the definition of intrinsic properties: subjective
experiences are non-uniform properties of an agent’s embodiment.

Finally, we define is the notion of a longitudinal perception by an agent.

Definition 11 (Longitudinal perception). A longitudinal perception is the repeated per-
ception of the same sequence of percepts during the repeated occurrences of an event.

The term ‘longitudinal perception’ refers to the situation when the same perceptions or
sequence of different perceptions (a cause) are processed throughout the instances of the re-
spective elementary or composed events. If this occurs, longitudinal perception manifests
itself as a subjective, composed perception of the event’s impact (i.e., subjective experi-
ence) on the agent. It includes sensory, cognitive, behavioral, and structural responses (the
effects) evoked by the event and realized by the agent’s internal mechanisms. The external
evidence of such causation is the observed behavior of the agent, where the cause is re-
sponsible for the effect, and the effect is dependent on the cause. The internal evidence is
the arousal of the subjective experiences in the form of sensory, cognitive, structural, and
behavioral responses that the event evokes.

4.1.1 Examples To illustrate the concepts of experiential qualities and subjective expe-
rience, Table 1 provides examples of natural and artificial agents with nonhuman sensory
capabilities. The agents use their sensors to sense their environment and detect the experi-
ential qualities of events.

Type Agent Nonhuman sensor Experiential quality Subjective experience A possible form of
consciousness

Bats Sonar Echolocation Spatial map of
environmental echoes

“insects flying close in
front of me”

3D environment
perceiving through
echoes

Bio-
logi-
cal

Bees Ultraviolet vision UV images of flowers “approaching a
honey-bearing flower”

Consciousness in the
color spectrum invisible
to humans

Sharks Electroception (EM
field sensing)

Electrical pulses from
other animals “a big shark on my left”

The world as a
symphony of
electromagnetic
signatures

Plants Sunflower

Photoreceptors
Chemoreceptors
Mechanoreceptors
Thermoreceptors

Sunlight as a source of
heat and direction of
orientation. Gravity as a
directing force for
growth. Water as
nourishment and relief.

The sensation of thirst.
The setting of the flower
against the sun.
Perception of day length
and climatic changes.
The “joy” of pollination.

Perception of the
environment through
subjective changes in
experiential qualities
mediated by receptors at
various time scales.

Autonomous
vehicles

Lidar, radar,
high-resolution
cameras, GPS,
ultrasonic sensors

Object distance, position
measurements speed,
acceleration, etc.

“safe distance from the
previous vehicle”

Circular 2D perception
of the world through the
position, distance and
movements of objects

Industrial AI
systems

Acoustic emission
sensors Subtle structural changes “no deviation from

normal”

Perception of stress,
fatigue, and material
failure

Arti-
ficial

Weather
forecast

Various meteo-
rological sensors

Changes in weather
parameters

“storm front
approaching” 3D weather trends map

Environmental
monitoring

Gas concentration
and vibration sensors Air quality and vibration “dangerous dust particle

concentration”

Sensing chemical
changes and seismic
activity

Universal
human agent

Human-like sensors
with extended ranges
and resolution, and
other nonhuman
sensors

Superhuman
multi-sensory model of
the world

Similar to humans, but
with much higher quality

Superhuman
multi-sensory
consciousness lacking
mental imagination

Table 1. Natural and artificial agents with non-human sensing
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The subjective experiences of these systems reflect the experiential qualities of events,
regardless of whether they possess the mental imagery capability inherent in most humans.
Agents interpret and respond to events in ways that indicate the presence of consciousness
despite having ‘only’ nonhuman human perception.

In the table, the description of experiential and subjective qualities and possible forms
of consciousness is only metaphorical – natural language has neither the words nor the
semantics, let alone the pictorial imagination, to express these concepts in a way reflected
by the given agents. In fact, these descriptions describe the agents’ actions as if they were
conscious in the human sense, which, of course, they are not.

4.2 Emergence of subjective experience

We now elucidate the mechanism that gives rise to the subjective experience of CBA agents.
To do so, we adhere to the philosophy of epistemic computation [36]. It means that, when
describing the impact of events, we concentrate on WHAT is happening rather than on
HOW things happen. Our findings will be formulated in Proposition 4 below .

The proposition presents an informed hypothesis supported by empirical introspection,
evidence from neuro-imaging, and analogy with the functioning of current large language
models (LLMs). The details are facilitated by the features of embodied CBA agents, the an-
ticipation ability based on their world models, and the mechanisms generating experiential
qualities of events.

In Section 4.2.1 we first give details of what goes on inside our CBA agents. In Section
4.2.2 we present and justify the Proposition 4 that describes how subjective experiences
emerge. For simplicity, we will not distinguish between elementary and composed events
in what follows. We will see the former events as specific cases of the latter, with no internal
longitudinal structure. The purpose of elementary events is to draw attention to the ongoing
phenomenon.

4.2.1 Closer look at the internal working of CBA agents Before describing the mecha-
nism underlying their qualitative experiencing, we sketch the general scheme of the internal
operation of a CBA agent.

We see CBA agents as entities processing streams of elementary events. The basic
assumption is that an agent observes but a finite number of such events, each having only a
finite number of parameters associated with it. All this observed data is kept and memorized
in some way by the agent in a searchable catalog in its internal black box structure. The
finiteness assumption is based on the fact that every agent possesses only a finite number
of perceptual modalities, each being represented by a finite construct of finite tuples over a
finite set of signals (cf. Section 2.3).

The catalog also stores additional information pertinent to each event. Upon perceiv-
ing and registering an event, an agent finds it in its catalog and proceeds according to the
executive information attached to it. As far as the mechanisms realizing the correspond-
ing operations are concerned, we assume that their implementation is part of the ‘easy
problems’ of consciousness and is functionally realized. Due to the non-uniformity of the
agents, the implementations may differ from case to case and will be hidden within the
black-box architecture of the agents.

The information associated with events in the catalog is of two kinds:

– First, routing information connects the given ‘entry’ of an event with its possible suc-
cessor events. Such information is helpful in the case of composed events. In general,
‘chaining’ of events allows an agent to predict and anticipate the expected circumstance
and choose an optimal way of reacting to a given event.

– Second, there is additional, auxiliary information characterizing each event. Such in-
formation comprises any temporal, spatial, and qualitative data pertaining to the event
(cf. Definition 8).
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The interconnection of all events gives rise to a giant finite network of events with auxiliary
information attached to each event. One can see such a network as a specific model of the
world in which a given agent operates. Of course, the respective model will generally be
extensive but, in any case, finite.

There is an analogy between the processing of words of a natural language in LLMs and
the response of CBAs to ongoing event processing. Events are like the words of a natural
‘event language’ through which the environment ‘talks’ to the agents, and the agents ‘reply’
through their internal and external actions. This language consists of elementary events
that connect to higher-level composed events. The agents learn the semantics of the event
language, which they translate into their behavior. The analogy works because our agent’s
event language is finite, just like the learned fragment of natural language in an LLM.

At this level of description, we will not go into further details. By the explanatory nature
of our model, we will not describe how the entire catalog of events is established except
to note that learning plays a crucial role in this process, similar to the case of LLMs. We
assume that the problems involved belong to the class of ‘easy problems’ (in Chalmers’
parlance) and can be functionally specified.

4.2.2 Subjective experience and CBA agents We are now able to describe the mecha-
nisms giving rise to the subjective experience of CBA agents. We formulate the effect as a
proposition (Proposition 4) and justify the proposition by giving supporting evidence for it.
(A proof would require some kind of formal or informal background theory.)

The context of the proposition is that of the repeated perception of an event E . Recall
that the presumed impact of event E is correlated with an intrinsic property, say R, that the
agent is to satisfy during the event (cf. Definition 8). The proposition describes a causation
link between registered physical stimuli and the corresponding ‘mental processes’ of the
agent at hand.

Proposition 4 (Emergence of subjective experience in CBA agents). Let X be an agent.
Consider its longitudinal perception of an event E . Let R be the intrinsic property of X to
be satisfied upon the occurrence of E . Assume that X is constructed such that the sequence
of percepts pertinent to the longitudinal perception of E gets memorized in the agent’s event
catalog at prior occasions of the event.

As the onset of next occurrences of E gets recognized (i.e. not for the first time), X is
repeatedly experiencing the known event, as follows:
(i) The remembered (stored) progression pattern of the longitudinal perception whose task

is to satisfy R during E is accompanied by the ongoing progression of the actual event
observed by X in the real-time interaction, thereby generating the subjective experi-
ence accompanying the impact of E on the agent, encompassing sensory, cognitive,
behavioral, and structural responses.

(ii) Depending on the agent’s design, the subjective experience invoked by E take the form
of qualia, emotions, feelings, or internal changes that might lead to

– the modification of perceptual qualities of the event,
– qualitative cognitive changes recorded in the internal mechanism of X, and
– behavioral reactions implied by the satisfaction of R.

The respective actions of X occur during the duration of event E .
(iii) Thanks to the construction of its event catalog, X can predict the progression of E and

perform the reactions accompanying the subjective experience generated in (ii).
(iv) Simultaneously, the ongoing persisting longitudinal sensory perception of E gives rise

to repeated arousal of the respective sensation mechanisms that keep refreshing the
impact of E . In a substrate-independent way, the sensations of this impact give rise to
a unique subjective experience of E .

(v) Depending on the agent and its purpose, this emerging subjective experience takes
various forms that may be substrate-dependent, with varying degrees of vividness and
intensity.
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Justification. (i) From a physical point of view, the ability of X to satisfy R upon the
occurrence of E as described here is a consequence of the construction of X – the agent
is designed in this way (cf. Section 4.2.1). The primary cause for subjective experience
invocation is the agent’s qualitative response triggered by the onset of event E .

The processing and the actions realizing the longitudinal perception of E are not for free
– they consume a certain amount of energy. This fact qualifies the ability of X to satisfy R
as a physical process. This process occurs whenever the onset of E is recognized, and R
is satisfied along the prefix of the respective run until the present interaction. It continues
during all activities of X throughout event E .

(ii) The description of the actions of X invoked by its qualitative response at the oc-
casion is based on empirical evidence and introspection. It is also supported by the recent
findings in functional neuroimaging research concerning the neural underpinning of ‘hu-
man’ experience [17, 26].

Unfortunately, and understandably, the non-uniformity of embodied agents makes it
generally impossible to specify concrete details of the impact of experiential qualities of
events like E on an agent’s sensory, cognitive, and behavioral reactions. From the descrip-
tion of the causation mechanism, it is clear that its qualitative effect depends on the prop-
erties of the agent and its mission.

Note that it is here where the explanatory gap (cf. Section 4.1) between the ‘physical’
and the ‘mental’ is crossed: experiential qualities of events, as determined by the various
sensors of an agent (‘physical phenomena’), give rise to the agent’s subjective experience
(‘mental phenomena’) that manifest themselves through the agent’s subsequent internal
and/or external actions.

(iii) This claim follows from the organization of the event catalog, allowing a prediction
of the expected progression of E and the expectation of the respective series of sensations.
Here, an additional mechanism must be invoked to select the most promising event that
will succeed the current event. The working of this mechanism depends on the agent.

(iv) The emergence of a unique subjective experience and the description of the un-
derlying mechanism as stated here is a bold hypothesis. We give two plausible arguments
supporting this hypothesis.

– First, we note several reasonings due to Tegmark. In [27], he writes: ‘I believe that
consciousness is the way information feels when being processed.’ In our model, con-
sciousness is the impact of an agent’s data processing, pertinent to determining its
next move. Tegmark’s arguments supporting this statement refer to the human brain
and stem from a combination of insights from physics, neuroscience, and information
theory.
In [29], Tegmark claims: ‘If consciousness is the way that information feels when it is
processed in certain ways, then it must be substrate-independent; it is only the structure
of the information processing that matters, not the structure of the matter doing the
information processing. In other words, consciousness is substrate-independent twice
over!’ The claim supports the substrate-independency of the respective phenomenon.

– A different line of argument may be based on ‘reasoning by analogy’. Recall that, by
Proposition 3, the emergence of subjective experience in ‘many’ CBA agents is entailed
by a physical process (e.g. realized by electrochemical signaling in the brain). If one
considers this across all agents, one sees that ‘by analogy’ subjective experience can
be a special case of the physical data processing in an agent’s black boxes.

(v) Note the cautious formulation here. Namely, one cannot claim that the subjective ex-
perience accompanying the (processing of) experiential qualities of events will always take
a clear and telling form. An example is given by the experiential qualities of the relatively
little known phenomenon of aphantasia.

Aphantasia refers to the reduced ability, or complete lack of it, to voluntarily generate
mental imagery in the human mind ([44]). It occurs in varying degrees of vividness and
extends across multiple senses, including visual, auditory, gustatory, olfactory, tactile, and
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motor imagery. In our general framework, we cannot exclude the existence of this phe-
nomenon in any properly designed agents.

Aphantasia is not a disorder – it is a different experiencing of the world that still suits
its purpose. This conclusion aligns with the findings in neuroscience (cf. [44]). If people’s
experiencing of the world varies, the same can be expected from subjective experiences in
whatever (non-uniform) families of CBA agents. ⊓⊔

Concerning mental imagery, aphantasia represents a challenge to the notion of qualia
and, in general, subjective experience. Nevertheless, our algorithmic description of the
emergence of unique subjective experiences and the ensuing processes shows that even in
cases of a complete loss of imagery in some agents, the ensuing processes still work undis-
turbed. Subjective experience still ‘does its job’ of providing a link between experiential
qualities of sensation, cognition, and action as a core of consciousness.

4.3 Significance of Proposition 4

Proposition 4 describes how CBA agents handle their streams of ‘events’ and what causes
them to have ‘subjective experiences’. In this way Proposition 4 contributes essentially to
our understanding of the ‘hard problem of consciousness’. We discuss some further aspects
and implications, from a philosophical viewpoint

In Section 4.3.1 we first give some general comments on the various components of
Proposition 4. In Section 4.3.2 we argue that the proposition provides interesting support
for Nagel’s ‘there is something it is like’ argument for conscious organisms, here CBA
agents. Finally, in Section 4.3.3 we present a proof that subjective experience is inseparable
for an agent.

4.3.1 General remarks The chief contribution of Proposition 4 is its elucidation of the
circumstances and mechanisms invoking experiential qualities of events and their impact
on CBAs: the recognized onset of ‘familiar’ events E , triggering an agent’s subjective qual-
itative reaction, altering its properties, and the production of an adequate behavior.

Some further observations can be made when we consider each of the items (i) through
(v) of Proposition 4 separately.

– Ad (i): The justification of (i) dismantles the seemingly intractable philosophical mys-
tery around the origin of subjective experience or, why the performance of mind-like func-
tions (or, the induction of non-trivial intrinsic properties) is accompanied by experience, as
Chalmers has put it. The primary cause is the agent’s qualitative response triggered by the
onset of event E .

– Ad (ii): The statement of (ii) is not entirely satisfactory since, in the formulation, we
concentrated on WHAT the qualitative feedback causes rather than HOW it is to be realized.
However, this is the best we can do, due to the non-uniformity of agents.

Note, as consciousness occurs in many different forms, so do experiential qualities of
events, due to the same non-uniformity. See also the remarks ad (v) below.

– Ad (iii): The ability to predict the progression of events, stated in (iii), implicitly allows
agents to monitor this progression, anticipate the consequences of possible actions, plan
effective sequences of actions accordingly, and possibly adjust their behavior. This ability
of CBA agents is of good use e.g. in biological systems supporting rational behavior. The
same applies to artificial systems. For instance, for a defense system under attack by an
adversary, it is crucial to monitor and predict the trajectories of incoming missiles and
focus on those targeting inhabited areas, while disregarding missiles aimed at uninhabited
areas. See also the comments on ‘understanding and thinking’ in Section 5.

– Ad (iv): The concluding effect of experiencing events, stated in (iv) for CBA agents,
reminds of Nagel’s argument that ‘no matter how the form may vary, the fact that an or-
ganism has conscious experience at all means, basically, that there is something it is like
to be that organism’ ([18], p. 436). Applied to CBA agents, this ‘something it is like to
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be that organism’ is given by an agent’s own specific internalization of the mechanisms in
Proposition 4. We will discuss this in more detail in Section 4.3.2 below.

– Ad (v): The nature of an agent’s qualitative response to an event depends on the agent’s
embodiment and properties. Examples of the qualitative response to elementary events
mentioned earlier (cf. Section 4.1) include, for instance, more intensive heating in case
of an abrupt temperature fall or the retuning to a different provider during an unexpected
signal loss for a mobile phone.

In the case of human agents, the kind of response is not easy to determine. For instance,
it can take the form of a positive reinforcement of the attention paid to the ongoing events,
making the subjective experiences more ‘vivid’ or telling than without this reinforcement.
Other alterations may be included as well. For instance, the emotional intensity of repeated
recalls of distressing or sad events tends to diminish with time. Examples of such responses
are grief, envy, regret or euphoria. Their temporal variability indicates that qualia and emo-
tions are not fixed properties of agents. Qualitative responses occur in real time and include
possible effects of not explicitly known mechanisms influencing the data processing inside
the agent’s black boxes via mood sensors.

On the other hand, there are simple agents, like automatic door opening systems, that
can operate entirely without experiential qualities. There are many different types of agents
in between these two extreme examples, all realizing a qualitative response that serves their
purposes in a specific, hence non-uniform way. Therefore, the formulation of item (ii) must
remain in its present less specific form, to cover a broad spectrum of possible cognitive
agents.

4.3.2 ‘There is something it is like’ Further to the remarks ad (iv) above, we observe that
Proposition 4 supports Nagel’s argument [18] to the effect that ‘an organism has conscious
mental states if and only if there is something that it is like to be that organism – something
it is like for the organism’ ([18], p. 436). This follows once we see that ‘there is something
it is like’ for a CBA agent, i.e. for that agent, to experience, as implied by its own specific
internalization and realization of the mechanisms in Proposition 4.

Namely, one can view the entire lifespan of an agent as the elaboration of a complex
composed event that must satisfy a host of distinct non-trivial inherent properties character-
izing the components of consciousness, like wakefulness, self-awareness and awareness of
the environment, attention, curiosity, creativity, understanding, adherence to certain prin-
ciples, etcetera. Each component event generates its own specific experiential quality. All
properties are intrinsic and are continuously and concurrently to be satisfied by an agent,
under any circumstance that occurs throughout the agent’s lifespan.

In each interaction, the respective multi-sensory perceptions of an agent ‘pour together’
as a never-ending stream of simultaneous elementary events that are continuously pro-
cessed by the agent. The ongoing concurrent satisfaction of the corresponding longitudinal
events is manifested via qualitative responses as complex causations, giving rise to sub-
jective physical phenomena that invoke an interplay between the respective experiential
qualities and the corresponding ‘something-it is-like-to-be-that-agent’ aspect of the agent.
At the same time, thanks to the predictive abilities and other aspects of the mechanisms in
Proposition 4, the underlying agentic processes allow the agent to exert ongoing long-term
control over its doings.

4.3.3 Inseparability of subjective experience A further observation can be made which
basically continues the given argument. In the philosophy of mind it is widely accepted
that (consciousness and) subjective experiences are inherently linked to the individual ex-
periencing them and that these cannot be ‘separated’ from that individual’s perspective. We
argue that this holds for individual CBA agents as well.

The argument is essentially implicit in Section 4.3.2 where we concluded that, when it
comes to the conscious experience of a CBA agent, ‘there is something it is like to be that
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agent’ to have that particular experience. However, using Proposition 4, the inseparability
of subjective experiences for CBA agents can also be argued more intuitively.

Proposition 5 (Inseparability of subjective experience.). Let X be an agent, E an event,
and R the intrinsic property of X to be satisfied upon the occurrence of E . Then the ability of
X to satisfy R, generating the respective subjective experience pertinent to E , is inseparable
from X.

Proof. According to the items of Proposition 4, the ability of X to satisfy R during event
E under all circumstances manifests itself as a substrate-independent physical process with
behavioral qualitative effects on X. Consequently, X changes its relationship to its environ-
ment and innerness as this happens. The effects of these changes become manifest in the
next interaction. Thus, in any interaction, under all circumstances, X acts as a ‘producer’ of
the physical processes related to the ‘satisfaction of R’ (i.e., of the longitudinal perception),
to become in the very next interaction a ‘consumer’ of the effects of these processes (i.e.,
the beneficiary of the longitudinal perception). This cyclic causality means that the phe-
nomenon related to the ‘satisfaction of R’ cannot become evident without this particular
agent’s simultaneous presence; hence, this phenomenon is inseparable. ⊓⊔

Proposition 5 offers a convincing argument for the inseparability of subjective experi-
ence from the agent that it concerns, caused by the impossibility of separating its ‘produc-
tion’ from its ‘consumption’. At the same time, the proposition confirms that the ability of
agent X to satisfy R, and agent X as such are markedly different kinds of things. While the
ability is manifested as a process, the agent is material, and both cannot be separated. By
the way, this statement is a strong argument against ‘dualism’ in the philosophy of mind.

Proposition 5 has a significant further consequence. Namely, the agents exhibiting a
more complicated rather than straightforward reactive behavior (such as automatic door
opening systems) necessarily contain elements of qualitative experience. Such agents ac-
tively adjust responses to the perceived flow of events by analyzing their experiential quali-
ties. Principally, they cannot act otherwise, as zombies. Exploitation of experiential quality
of events becomes their inherent property. The behavior of conscious cognitive agents al-
ways entails experiential qualities.

4.4 Chalmers’ questions

We have elaborated on the framework of CBA agents, in order to gain insight into the
sources of the ‘hard problem of consciousness’. Our efforts eventually culminated in the
formulation of Proposition 4, which asserts a mechanism that can account for the subjective
experience of CBA agents. The proposition and underlying assumptions for the CBA model
are speculative, but we argued that they can well be justified by empirical evidence from
various backgrounds.

The next step is to consider where we stand. In particular, can we now answer Chalmers’
questions about (subjective) experience as formulated at the beginning of this section? It
turns out that for the case of CBA agents we can. All answers are a consequence of Propo-
sition 4 and the model assumptions we made, as we show below.

– Why do such agents have subjective experiences? Embodied cognitive behavioral agents
have subjective experiences because of their essential role as mediators (i.e., causal links)
between physical and mental phenomena and mental phenomena and physical agential
responses. Without exploitation of experiential qualities of events, the agents could not
develop subjective experiences and react in a rich, nuanced way to ongoing streams of
events reflecting their past experiences in similar situations. They could not predict and
prepare for the possible continuation of initiated actions.

– How do such agents have subjective experiences? This is also explained in Proposi-
tion 4. The agents are constructed (or evolutionary developed) in a way that supports the
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above-mentioned two-phase mediator role of such experiences. In the first phase, the expe-
riential qualities of the observed physical phenomenon (an event) invokes a link between
the current subjective sensory percepts and their subjective impact on the agent’s internal
representation of this event. In the second phase, the current impact is evaluated in the
context of the agent’s previous experiences to generate corresponding sensory, cognitive,
structural, and behavioral responses.

– Why does subjective experience accompany the performance of cognitive functions?
This is thanks to the timing of the respective processes realizing the subjective experience of
an agents. If the duration of the observed event exceeds the duration of the agent’s internal
reactions to this event, then these reactions are accompanied by a repeated perception of
the event’s subjective impact. The repeated impact of such incoming percepts produces the
impression of a phenomenon we may call the ‘subjective experiencing’ of an event.

We reiterate that the answers only hold for the CBA model ‘with Proposition 4’. The
general case remains open, but the answers in the CBA case may well be indicative for the
kind of ingredients that play a role.

With this in mind, our findings lead to the following simple and concise general defini-
tion of consciousness (cf. Section 1.3) covering the broad spectrum of embodied cognitive
behavioral agents considered in this study:

Consciousness is the ability of embodied cognitive behavioral agents to perceive
experiential qualities of events in their surroundings and be responsive to their
subjective experience.

This concise definition highlights experiential qualities and subjective experience as
inherent aspects of consciousness. It aligns with the principle of consciousness outlined
in Section 4 and emphasizes two core properties: the experiential nature of events and
the subjective experiences of conscious agents. These properties define both the content
and form of consciousness, as demonstrated by the formalization of the CBA model in
Section 2.3 and Proposition 4. This new, pragmatic definition of consciousness, based on
a functional concept of subjective experience, provides a unified view of consciousness in
biological and artificial systems, encompassing many classical anthropocentric explanatory
descriptions of consciousness within the philosophical theory of mind.

5 Discussion

The model of embodied CBA agents proved to be valuable for studying and hypothesizing
about the difficult problems of consciousness in the philosophy of mind. In this section
we make some further remarks about the model and the concepts we developed in this
study. We discuss the following topics: the many faces of consciousness, from experience to
understanding and thinking, a definition of thinking, the hard problem of matter, dissolving
the hard problem, and the power of mathematical modeling.

– The many faces of consciousness. Our model of embodied cognitive behavioral agents
covers a broad spectrum of natural and artificial systems. The model is especially useful
in defining and studying mental properties. This power stems from the fact that, unlike all
previously considered computational models of consciousness, our model leverages the se-
mantic properties of computations. Mind-like properties, modeled by non-trivial inherent
(or, intrinsic) properties, occur in many forms. The defining conditions of such properties
look inconspicuous: the properties must be total, and be active in any circumstance that an
agent can face. The properties must set an agent apart from any other agent (or system)
that does not satisfy the original defining conditions. From the viewpoint of the embodi-
ment of concrete conscious agents, these general conditions are non-uniform. In concrete
applications, the defining properties must satisfy an additional, critical condition that is to
streamline all activities of an agent toward one goal: purposefulness. Each agent must serve
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its purpose, determined by and inferred from its world model. To this end agents must take
on specific embodiments and have specific mind-like properties at diverse temporal and
spatial scales.

Mind-like properties are indispensable for many, if not all, effective CBA agents in
practice. To illustrate the diversity of CBA agents that need them, consider the example
of missile defense systems. The systems have facilities for the detection, tracking, inter-
ception, and destruction of attacking missiles. For the effective deployment of these facil-
ities (except the last one), the systems essentially need a form of consciousness, including
subjective experience. This enables the systems, for example, to prediction and track the
trajectories of enemy missiles. The geographically distributed form of the physically dis-
connected embodiment of missile defense systems also illustrates the variability of CBAs.

If adequate properties of artificial consciousness are lacking, CBAs may be seriously
impaired. An example is given by the 2019-2021 groundings of the Boeing 737 MAX
aircraft, caused by their flight control failures. A properly designed system of artificial
consciousness could have prevented the loss of hundreds of human lives (cf. [38]).

– From experience to understanding and thinking. An interesting aspect of our expla-
nation of the experiential qualities of events in Section 4 is the following. Can’t we see the
internal actions of CBA agents, viewed as an uninterrupted flow of reactions to the ongoing
events perceived or realized by the agents (cf. Section 4.2.1 and 4.3.2), as (the effectuation
of) a ‘thinking process’? This idea could make sense, for the following reasons. First, the
events occur all together in the natural order in which they occur in the environment or
as consequences of the decisions and actions of the agents, thus presenting a significant
‘longitudinal composed event’. Second, the semantics or purpose of this composed event
is composed of the semantics of the online emerging component events (cf. Definition 8).
Third, the resulting semantics of the composed event offers a description of the purpose of
that event in terms of the ‘internal machine language’ of the agents, whatever it is. Could
not this description be seen as an explanation of the doings of the agents? Of their think-
ing? Could not here be the source of the agents’ understanding of their doings? Namely,
on the onset of each event that is not new to it, an agent can ‘predict’ the progression of
the event (cf. Proposition 4, item (iii)) and possibly choose any follow-up reactions. Here,
a hypothesis is emerging about the mechanisms of understanding and thinking that offers
CBA agents the competence to act rationally without linguistic understanding. These mech-
anisms radically differ from those considered in the ongoing debates on understanding by
large language models (cf. [16]).

– A definition of thinking. Could the same considerations lead us to a definition of
‘thinking‘ for CBA agents? Human thinking, as understood in the philosophy of mind or
in the cognitive and neurosciences, is not likely a good starting point for this definition. To
cover the broad spectrum of CBAs, we need a more general definition of thinking, of which
human thinking is a particular case.

Within CBAs, in the broadest sense, we can view any mental processing of events as
a form of thinking. It is a complex phenomenon that involves sensory, cognitive, behav-
ioral, structural, experiential, and predictive processes. We have described these processes
in Proposition 4. Due to the immense range of possible biological and artificial agents that
is spanned by the CBA model and the model’s non-uniformity, we can hardly expect to
be more specific in defining ‘thinking’. However, following the ideas of the epistemic ap-
proach to computing, we may try to base the general definition of thinking in CBAs on the
purpose of this process?

Following this approach, we offer a specific answer based on seeing CBAs as tools
for acquiring and generating artificial wisdom, enabling them to make wiser decisions and
behave more intelligently [40]. Under this view, wisdom is the correct application of an
agent’s knowledge through effective behavior, which is the combined effect of cognition
and action toward creating values significant for the agent. This fact is precisely what prop-
erly designed CBAs can do. Knowledge is ‘stored’ in their ‘black boxes’ (in their respective
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world model), and mechanisms described in Proposition 4 generate responses to ongoing
series of events in the form of ‘wisdom. In this way, thinking is the process of wisdom
generation in the agent’s operational domain.

– The hard problem of matter. The insights into the nature of consciousness and the
experiential quality of events described in this study have application also in other meta-
physical inquiries. As a case in point, we consider the hard problem of matter.

Almost a hundred years ago, in 1927, in attempting to define consciousness, Russell
[22] stated that in his view

‘. . . we do not know enough of the intrinsic character of events outside us to say
whether it does or does not differ from that of mental “events” whose nature we
do know’ (cf. [22], p. 222)

More recently, Strawson ([25], p. 97) called it the ‘problem of matter’ (or, ‘the mystery
of the nature of matter’): what are the intrinsic qualities of physical phenomena, or more
generally, of matter? Of course, these qualities must include the ‘mental “events” whose
nature we do know’, i.e., qualia, phenomenal experience, or consciousness.

We note that Proposition 4, which holds for biological as well as artificial agents that
fit our model, directly speaks of the intrinsic character of events and thus answers the
questions of the ‘hard problem’ for CBA agents. In the case of artificial (read: non-living)
agents, events also generate experiential qualities supporting an agent’s mission. Due to
the non-uniformity of agents, it is hard to compare these qualities with those of humans.
Nevertheless, the general conclusion is that

the ability to perceive experiential qualities of events in the form of subjective
experience is the intrinsic property of a suitably organized matter.

Of course, in diverse agents, these properties occur in a spectrum of varying quantity and
quality, depending on the architecture of the respective agents, their cognitive abilities and
mechanisms, and the purpose of why those agents have evolved or been developed. In any
case, processing their cognitive information is based on similar principles described in this
study.

– Dissolving the hard problem. Have we dissolved the hard problem of consciousness?
Using our model, we have explained the relationship between physical and intrinsic phe-
nomena, including consciousness and experiential properties of events. With the help of
Proposition 4 we could answer the questions explicitly asked by Chalmers: how and why
we have qualia.

However, there has been a catch: due to the non-uniformity of the agents and the un-
availability of their more detailed specifications, our answers could not respect their pe-
culiarities and dissimilarities. As a result, our answers were, in a sense, ‘non-constructive’
while being too general. This fact may disappoint those expecting a definition of conscious-
ness and related phenomena; nevertheless, as explained all along (e.g. in the justification
of Proposition 4), this has been an unrealistic expectation due to the non-uniformity of the
agents’ embodiment and the current state of the science of consciousness. Our solution
works within the model of CBA agents, which is a plausible, simplistic, high-level, and
idealized model underlying, thanks to its generality, also human cognition and intelligence.
Within the model, we explain how and why subjective experience arises from the experien-
tial qualities of events. Explanation of genuine experiential qualia in the human mind may
involve further subtleties and cases that our model of cognitive embodied agents cannot
capture. Thus, we have solved the hard problem of human consciousness only to the extent
in which our model covers the basics of human mental phenomena.

– The power of mathematical modeling. The CBA model is essentially an abstract
mathematical model for a large class of ‘information processing agents’. The model proved
to be well suited for a study of the concepts and hypotheses related to the hard problem of
consciousness and other issues in the philosophy of mind.



26 Jiřı́ Wiedermann and Jan van Leeuwen

It is interesting, although not too surprising, that the most potent concepts of present-
day information processing play a central role in the modeling of CBA agents: interactive,
non-uniform, and potentially non-terminating computations. Theoretically, such computa-
tions exceed the capabilities of classical Turing machines [32]. In practical terms it means
that, without further constraints, these computations cannot be realized by classical com-
puters – they can solve a larger class of problems than classical computers can.

As CBA agents always are finitely constraint (cf. Section 2.2), their powers as infor-
mation processing entities remain limited to finite functions. However, as shown in [34],
interactive, non-uniform, and potentially non-terminating computations can be realized by
lineages (‘evolving sequences’) of non-uniform finite-state computational devices, like
Boolean circuits, neural nets, or finite-state transducers. From an abstract point of view,
such devices are precisely instances of embodied CBAs studied here.

Our results are supporting confidence for the power of computational modeling and
the respective mindset. Following the Internet [35] and large language models [41], con-
scious CBAs and their lineages appear to be examples of the most efficient known ways of
information processing that are on the verge of the possibilities of classical physics.

6 Conclusion

We have presented an explanatory, high-level abstract model of embodied cognitive behav-
ioral agents (CBAs) amenable to mathematical treatment and applied it to tackle one of the
most enduring problems in the philosophy of mind – the hard problem of consciousness.
The design of the model was not abstracted from the emulation of biological cognitive
systems. Instead, it is a non-anthropocentric, non-uniform general model guided by the
principles of epistemic computation, viewing information processing from the perspective
of purposeful knowledge generation. Using concepts and modelings from theoretical com-
puter science, we could overcome the explanatory gap between the physical and mental
properties of agents. We proved that consciousness and subjective experience in distinct
forms extend beyond the brain, and that physical matter gives rise to various forms of con-
scious experience, in accordance with the quotation of Brian Green at the beginning of this
study.
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