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- Location-aware mobile devices
- GPS systems
- Smart phones
- Wireless sensor networks
- Flock tracking
- New geometric data sets
- Often very large
- Imprecise in nature
- Dynamic / unpredictable
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## "POTENTIAL LOCATIONS"

- Motion causes imprecision
- Suppose we have a moving point $p$
- We know an upper bound on its speed
- In 1 time step $p$ can move at most $d$
- We model the potential locations of $p$ in the next time step by a disk of radius $d$
OBSERVATION:If we knew where $p$ was $t$ time ago, we know it is now somewhere in a disk of radius td
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- Consider $n$ moving points
- Suppose that for each point we know a location $p_{i}$ and an associated time stamp $t_{i}$
- Then the current potential location region of each point is a disk centered at $p_{i}$
- Each unit of time, all regions grow by $d$
- We can query a point to update it
- Takes 1 unit of time to execute
- After a query, one region collapses to a point, but all other regions grow
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- Given a set of regions
- $\delta(p)=|\{R: p \in R\}|$
- Ply of the set of regions
- Maximum ply of all points
- $\Delta=\max _{p} \delta(p)$

POSTULATION:Low ply is good!
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- Classical, "offline" algorithm
- Receives the whole input at once
- Online algorithm
- Receives a sequence of input events
- Needs to react to each event before knowing what the next event will be
- Competitive ratio
- Performance measure for online algorithms
- Cost of online algorithm divided by cost of best possible offline algorithm
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## PROBLEM STATEMENT

- Input
- Set of $n$ moving points with initial regions
- Target time $t^{*}$
- Objective
- Select one region to query each time step
- Minimize the ply of the regions at time $t^{*}$
- Competitive analysis
- Compare against adversary that knows the full trajectories of the points in advance

TECHNICAL STUFF

PROJECTED REGIONS
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## PROJECTED REGIONS

- View points in time-space
- Points follow some unknown z-monotone trajectory
- Because of speed limit, they stay in cones
- Now consider $t^{*}$
- Cones intersect the plane $z=t^{*}$ in disks
- These are the projected uncertainty regions
- Projected regions never grow, and they shrink to radius $t^{*}-t$ when we query them
$z=t^{*}$
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CLAIM: Resulting ply $\Delta$ is within a constant factor of optimal!
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- !!!
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- Limited time $\tau$
- Depends average time $\ell$ since last query
- Competitive ratio: $O(\sqrt{\ell / \tau+1})$
- Dimension $d$
- Analysis goes through mostly unchanged
- Competitive ratio: $O\left((\ell / \tau+1)^{d-\frac{d}{d+1}}\right)$
- Lower bounds
- Ratios are tight up to constant factor
- NP-hardness
- Even knowing the full trajectories


## THANK YOU!



