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Abstract

In this paper we study a model that describes the dynamics of the tidal elevation within an almost-enclosed short basin that
is connected to a tidal sea by a narrow strait. This model has the form of a forced nonlinear Helmholtz oscillator. The forcing is
prescribed by the tide at sea and has a quasi-periodic character of a special nature, since the difference between the frequencie
of the lunar and solar components of the forcing tide are very small. We focus on the interactions between the nonlinearity in
the oscillator caused by the geometry of the basin, and the external forcing tide. The behavior of small amplitude solutions
of the weakly (and quasi-periodically) forced Helmholtz oscillator is studied by a combination of the averaging method and
the Melnikov method. We construct three different Melnikov functions. These Melnikov functions enable us to distinguish
between six structurally different types of chaotic behavior. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Itis well-known that tidal elevations within basins such as bays, fjords and estuaries are strongly influenced by the
characteristics of the basin. If there is (almost) a resonance between the exterior tide at sea and an eigen-frequency
of the basin, the amplitude of the tide within the basin will be much larger than that of the exterior forcing tide. This
amplification is a strictly linear phenomenon and is well understood [3,11].

However, an externally driven tidal basin is a nonlinear system. In this paper we will study some of the nonlinear
aspects of externally driven tidal systems. We will focus on the impact of the characteristics of the basin on the tidal
dynamics and its relation to the tide at sea.

Among the most simple physical models for a ‘tidal oscillator’ are those that describe the behavior of the tide
within an almost-enclosed short basin that is connected to a tidal sea by a narrow strait. In such basins, the tide
is generally governed by the pumping or Helmholtz (eigen-)mode, in which the water level within the basin rises
and sinks in unison [11]. In [16] it was shown that the evolution of the amount of water in excess of the amount
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of water present in such a basin in the absence of tides-exttess volume v—can be modeled by the following
second-order equation:

B+ £(0) = Cot(t) — ¥ (D). (1.1)

Here¢ (v) andiexi(z) denote, respectively, the surface elevation within the basin and in the exterior sea, the latter is
assumed to be a given function of time. Their difference provides the pressure gradient that drives:itteddioyv
the connecting straiti(~ Zext — ¢). This flow generates changes in the excess volume §). Their combination
yields (1.1), in which the term (v) is added to represent friction effects. See [8,16] for more details on the derivation
of this model.

There are two (potentially) nonlinear terms in this externally dritdsmhmholtz oscillator: the term¢ (v) that
describes the surface elevation as a function of the (excess) volume of water within the basi), isedetermined
by the geometry of the basin, and the friction term(v) (see [28] for a derivation of a (nonlinear) expression for
y(v)). In order to be able to fully focus on the influence of the geometry of the basin on the dynamics of (1.1), we
will only consider linear friction effects in this paper.

The Helmholtz frequencyy of a tidal basin of the above type is (in unscaled form) given by

/BDg
oy = m, (12)

whereD is the (maximum) depth of the basifig the surface area of the basin ‘atrest’ (e= 0), B andL the width

and length of the strait, respectively, ands the gravitational acceleration constant [16]. In the nonlinear system
(1.1), the Helmholtz frequenayy is identical to the frequency associated to the center point of the linearization
around(v, v) = (0, 0) of the integrable Helmholtz oscillator, i.e. (1.1) without forcing or friction terms. In that
sensegy is a quantity that measures linear effects, it neglects all nonlinear information on the geometry of the
basin.

In this paper we extend the concept of the linear Helmholtz frequency into the nonlinear regime, by relating it to
the period7o(H) of the periodic orbits of the integrable nonlinear Helmholtz oscillator as a function of the energy
(or Hamiltonian)H . By construction, it follows thatry = 27 /70(0), where7o(0) is the linearized period of the
center point aff = 0 (Section 2). The perio@y(H) depends strongly on the characteristics of the basin. We will
show that7o(H) remains bounded for all ‘allowable? and that it is in general not a monotonically increasing
function, as is the case for most mechanical oscillators.

Of coursepy can be scaled to 1 (6fp(0) to 27). However, the unscalegly varies over quite a large range in
natural basins. Small-scale coastal bays and fjords typically have Helmholtz periods ranging from a few minutes
up to perhaps an hour [10,14]. Sometimes the Helmholtz mode seems to prevail also in still larger-scale areas, like
almost-enclosed lakes and seas [16]. This may lead to Helmholtz periods up to 24 h, as was estimated for the Gul
of Mexico [19]. Thus, by scalingy to 1, and thinking of variations at sea as being principally of tidal origin, we
have to allow for external forcing terngsy(¢) in (1.1) that evolve on time scales of the same order as the integrable
Helmholtz oscillator, otexi(t) that vary significantly slower than the Helmholtz oscillator. In this paper we will
focus on the former case, the latter case has been briefly considered in [17].

The external forcing terngexi(z) is not an exactly periodic function of time. The tide at sea consists of lunar
and solar components, and may contain annual, diurnal, semi-diurnal and, as a result of nonlinearity, all kinds of
harmonic combination frequencies. Frequently, the tide is dominated by just its semi-diurnal components, giving
rise to the well-known (linear) fortnightly modulation (spring-neap cycle). The dominant lunar component, the
semi-diurnalM; tide, has a frequeney = 1.4056x 10~4s~1, i.e. a period ok12 h 25 min; the semi-diurnal solar
S, tide haswso) = 1.4544x 10~4s~1: the exact 12 h period. These frequencies are, of course, almost the same:
lw — wsoll /o = 3.47 x 1072 « 1. Thus fext(?) is (at least) quasi-periodic with two frequenciesandws,, but the
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fact thatw ~ wso must be taken into account in an (asymptotic) analysis of (1.1), see Remark 1.1. The amplitudes
of the M> andS> components can be of comparable order, although in most basins the lunar component of the tide
is significantly stronger than the solar component [3].

The main goal of this paper is to develop fundamental insight in the interactions between the geometry of the
basin with the external forcing tide, that is assumed to be weak (i.e. with an asymptotically small amplitude), and
to unravel the mechanisms by which these interactions generate chaotic behavior in (1.1). The fact that the forced
nonlinear oscillator (1.1) can exhibit chaotic solutions is, a priori, not very surprising. This was indeed already
observed and studied in [17] for a certain special basin. However, the Helmholtz oscillator (1.1) distinguishes itself
from most nonlinear oscillators studied in the literature, by the fact that the integrable limit only has one unique
critical point, the above mentioned center pointat= 0 (see Section 2). Therefore, it is not possible to show that
(1.1) can have chaotic solutions by directly applying the ‘standard’ methods as presented for instance in [9,25], since
these methods are based on the assumption that the integrable planar oscillator has a homoclinic or a heteroclinic
orbit. Such an orbit can of course not exist in a system without saddle points. As a consequence, we also cannot
use the ideas for the analysis of weakly, quasi-periodically forced oscillators as presented in [1], and the references
therein.

We can only expect non-trivial behavior in (1.1) by a resonant interaction of the weak forcing and friction terms
with a periodic orbit of the integrable limit system. It is well-known [9,25] that in such cases, a purely periodic
O(¢) forcing term can at most generate exponentially (1éxp(—c/¢))) thin layers of chaotic behavior. Hetas
the perturbation parameter<0¢ « 1, that is related to the ‘weakness’ of the exterior forcing. We refer to [16] for
such ‘exponential’ behavior in the Helmholtz oscillator. We thus may conclude that ‘observable’ chaotic behavior
in (1.1) must be generated by the special character of the quasi-periodic forcing:grim

For a special basin, with a triangular structure in the vertical direction (see Section 2), it was already shown in
[17], by a multiple time scale approach for smafll(¢)) amplitude solutions in the 1:1 resonance case, that (1.1)
can be transformed to a periodically driven oscillator on a time scale that is proportionébte lvsg, the time
scale of the spring-neap tide cycle. In the case of a purely periodic (lunar) forcing term, this equation, called the
modulation equation in [16,17], is integrable at leading order and has two homoclinic orbits to one saddle point, one,
the ‘inner’ orbit, inside the other,duter’, homoclinic orbit (under certain conditions on the parameters)—see Fig. 3.
Note that this integrability agrees with, and is related to, the above mentioned fact that in this case periodic forcing
can only generate chaotic behavior in regions that are thinneethdor all N > 0. Thus, the solar component of
the quasi-periodic exterior tide acts through the two time scales transformation as a periodic forcing term on this
integrable system. This system can then again be considered as a weakly forced integrable system, by assuming
that the amplitude of the solar component is small compared to the amplitude of the lunar component, as is the case
in most basins [3]. By a standard application of the Melnikov method, it was shown in [17] that both homoclinic
orbits can perturb into transversally intersecting stable and unstable manifolds to the saddle point of the associated
Poincaré map, so that it is possible to show the existence of chaotic solutions to this modulation equation by the
standard horseshoe map construction [9,25] (see Remark 1.1) The analysis in [17] was confirmed by the observation
of chaotic behavior in numerical simulations of the modulation equation and the underlying Eq. (1.1).

Inthis paper we analyze the appearance of chaotic solutions in the quasi-periodically forced Helmholtz oscillator in
1:1resonance fageneral basins. The ‘modulation equation’ is derived by the method of averaging (to second-order).
The averaged equations are studied by Melnikov’'s method. The ‘standard’ Melnikov approach employed in [17]
(for a special basin) neglects the possibility of having transversal intersections of ‘mixed’ type, i.e. intersections
between stable and unstable manifolds that merge with distinct homoclinic orbits in the integrable limit (see also
Remark 1.1). By a careful control of the ‘interactions’ of the Melnikov method and the method of averaging, we
determine a mixed Melnikov function that measures the possibility of such intersections in the averaged system.
It is found that such intersections do occur, also in regions in parameter space where neither the ‘inner’ nor the
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‘outer’ homoclinic orbit can generate chaotic solutions by itself. Hence, our analysis extends the existence of chaotic
behavior to regions in parameter space in which the ‘standard’ approach yields ‘trivial’ (i.e. non-chaotic) behavior
(see also Remark 4.1). Moreover, we discover and classify geometrically various distinct types of complex behavior,
that also cannot be detected by the ‘standard’ approach.

Remark 1.1. Nonlinear oscillators with quasi-periodic forcing terms with two frequencies that are ‘almost’ the
same have also been studied in [15,26,27]. In [15] and [26] the existence of ‘local’ chaotic solutions, i.e. close to
a center point of the integrable limit, was shown by a ‘classical’ analysis similar to that of [17]. As in [17], ho
attention has been paid in [15,26] to the possibility of ‘mixed’ intersections, see Remark 4.1.

2. Theintegrable Helmholtz oscillator

In this section we study the integrable limit associated to (1.1) for a class of general basins. We show that the
flow induced by this integrable system can only have periodic ‘free tidal oscillations’ and a center point. We pay
special attention to the periofh(H) of such a free tidal oscillation as function of the ‘enerd¥. We determine
explicit approximations foffg(H) near the center point and study the behavidfgii ) in several examples.

2.1. The phase portrait

System (1.1) is integrable in the limit without friction or forcing:
v+¢(w)=0. (2.1)

The integralH of this Helmholtz oscillator is defined by
v
H=1’+2Z®1), Z() :/ c(v) di. (2.2)
0

The dynamics of (2.1) is determined by thmmetry of the basin througlg(v), the surface elevation as a function
of the excess volume. The geometry of a basin is prescribed by a ‘shape functiea’s(x, y): h gives a relation
betweenz, the height or depth of the boundary or bottom of the basin and the span-wise coordiaaies; 7
is normalized such that = 0 refers to the mean sea level. Note that 0 also corresponds to an excess volume
v = 0. The functiom: (x, y) determines the so-called ‘wetted arelg7) at heightz: A(z) is the surface area of the
water in the basin at the water heightHence,A(0) = Ag as in (1.2), the surface area of the basin at the mean
sea level. The surface elevation as function of the excess valuthe term¢ (v) in (1.1) is, of course, determined
directly by the wetted areA(z) (see below for the details): all geometrical ‘information’ of the basin enters (1.1)
and (2.1) through the functioA(z).

In this paper we consider (scaled) two-dimensional basins given by h(x) (see Fig. 1) or equivalently,
three-dimensional basins that have a trivial, linear, structure ip-ieection. This is purely for technical reasons,
since it is less cumbersome for these basins to obtain the explicit relation between the shape of the basin and th
nonlinearity in (1.1) and (2.1). More realistic three-dimensional basins can be studied along the same lines: the
geometry of the basin defines the nonlinear term in (1.1) and (2.1) through the relation bétweegnand the
surface ared (z).

We scale the basin by assuming thdt-(1/2)) = 0 and that the basin has its maximum depth at O:
h(0) = —1. This implies for the Helmholtz frequency that; = 1 (1.2). In order to reduce the technicalities
of the calculations as much as possible, we simplify the analysis even further by assuming thasymmetric
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z=h(x)

-1/2 172

-1

Fig. 1. A typical scaled basin of ‘tidal flat type’ (see Section 2.2).

(h(—x) = h(x)), sufficiently smooth, and non-decreasing as a functionfof x > 0, see Fig. 1. As a consequence,
the shape function = h(x) can be inverted fox > 0. This is of course special for the symmetric, non-decreasing
functionsh considered here.

Under these assumptions, the wetted atég of the basin at height is given byA(z) = 217 1(z) (z > —1).
The excess volume = V (¢) is determined by its integral from the mean sea level to the surface,

¢ ¢
v=v© = [(Awd=2[ o 2.3)
0 0

The nonlinear terng (v) appearing in (1.1) and (2.1) can thus be expressed in terms of the gedroetryf the
basin by taking the inverse &f(¢) in (2.3):¢(v) = V~1(v). Note thatV (¢) is monotonous and thus invertible, by
construction, sincé (z) > 0. As a consequence(v) also is monotonous and invertible.

In this paper we will mainly focus on the case of small amplitude oscillationgyi.ek 1. In this case (v) can

be expanded as a Taylor seriesvirwith coefficients;; = d¢/dvi(0),i = 1,2, 3, .... These coefficients can be
expressed in terms of the local geometry of the basin nead by the above procedure:
2 6h1 + h2 d'n (1
=1 =—— =2———=, ..., h=—|2]). 2.4
Cl ’ ;2 l’ll ’ §3 hg ’ 1 dx’ (2> ( )

The resultz; = 1is equivalent tery = 1 (1.2), it is due to our scaling of the width and depth of the basin=a0,
and other, similar, scalings. Note that the geometry can be suchitkad. Howeverj (x) is hon-decreasing (thus
ho = 0if hy = 0), so thatz(v) can locally still be expressed in terms of thefori = 3,4, ..., although the
expansion ot (v) will have a different structure than in (2.4).

The monotonically increasing functiar(v) can only be defined far > v/ where, by (2.3),

0 1/2
Vlow = _2/1h*1(z) dz = 2/0 h(x)dx <O, (2.5)

v'c°W is the (negative) excess volume of the empty basin. Thus, the solytionsf (1.1), and its integrable limit
(2.1), are not allowed to enter the < v'c°W} part of the phase space by this natural condition. Siifeg changes

sign atv = 0 it follows thatZ(v) > 0 for all v # 0, which yields that? > 0 (2.2). Moreover, the monotonicity
of ¢(v) also implies that the Helmholtz oscillator (2.1) only has one critical poth)) at H = 0, of center type

(2.4). Thus, the only allowed solutions of (2.1) are the one-parameter family of periodic solutions ép0nd

This family is bounded by a critical orbji;(z), at the level set

1/2
H = He = 2Z(%") = 2/ h2(x)dx > 0 (2.6)
0
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(2.2) and (2.3), that is tangent to the lihe= v(':o""}. This orbit represents the critical oscillation in which all water

has flown out of the basin at low tide. We defhﬂégh > 0, andggigh > 0, asthe excess volume, and relative elevation

of the water at high tide of the critical osciIIatiov]?igh is the second zero of the equatith= H; = ZZ(v":OW) and

;gigh = ;(vSigh). Note that the excess volume and the (relative) elevation of the water in the basin at high tide are
in general not the same as the equivalent quantities at low tide?iﬁgg& |v'c°W| andg“chigh # 1 (in general).

2.2. The period of the Helmholtz oscillator

The critical orbitpc(¢) plays a role similar to the homoclinic orbit, or the pair of heteroclinic orbits, in classical,
nonlinear oscillators, such as the Duffing equation or the mathematical pendulum, in the sense that it is the boundary
of a one-parameter family of periodic orbits around the center [90ji®). However, there is an essential difference:
the period of the Helmholtz oscillator does not become unboundét sproachegi.. The period7o(H) of the
orbitg (¢; H) = (v(t; H), v(¢; H)) is given by

vhigh(H) dv
H)=2 —_, 2.7
76( ) /UIOW(H) VH— ZZ(U) ( )

wherev'®™(H) < 0 < vM9N(H) are thev-components of the two intersections @ft; H) with the v-axis, i.e.
V' (H) and v"9"(H) represent the excess volumes at low and high tide. The pggoH) is the nonlinear
counterpart of the classical, linear Helmholtz perigd = 27 /oy (1.2), whereTy = To(0) by construction.

The occurrence of resonances between the forcingdgstn) and the free oscillations of the Helmholtz oscillator
(2.1) is of crucial importance for the dynamics of the full system (1.1). Therefore, itis necessary to study the behavior
of To as afunction oH . Since we mainly focus on small amplitude oscillations in this paper we first give an expansion
of To(H) for H « 1:

8h1 + 3h2

(2.8)
24n3

To(H) = 2n(1+ ToH + O(H¥?)), T, = 4—18(5<§ —3¢3) = -
(2.3) and (2.4). There are two remarkable things about this expression: (i) the leading order correction to the linear
Helmholtz period/frequency (1.2) depends both on the local slope of the basin #'(1/2) and on the local
‘curvatur€ hy = h'(1/2); (ii) the sign of this correction can both be positive and negative. Note that the period
increases away from the center point for standard (mechanical) nonlinear oscillatdfs £.8.in these systems).

In the next section we will find thal, plays a crucial role in the analysis of small amplitude solutions of (1.1).
The periodTo(H) can be expressed explicitly in terms of the geometry of the bigainby the transformations
in (2.3). We do not present the details of this straightforward procedure here. For the critical orbit it results in

pon :

Te = To(He) = 2 Xx) dx, (2.9)

0 /- Jy g @) d

wherex?igh = h—l(ggigh). Note that7; is always bounded and that it can be both larger or smaller than the linear

Helmholtz period7y = 2.

The behavior offg as a function ofH differs, in general, essentially from that in mechanical oscillators, as we
shall illustrate briefly in two examples.

For the first example we consider a class of basins that generalizes the ‘triangular’ basin considered in [8,16,17]:
h(x;a) = (2x)* —1,a > 0, forx > 0,h(—x; @) = h(x; a): @ — oo gives the rectanguldimear basin (Fig. 2c),
o = 1 the triangular basin of [8,16,17] (Fig. 2b), ald< 1 a ‘trough’ (Fig. 2a), not unlike the trench often found in
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o=1/2 o=1 \ o=10
-12 1/2 -1/2 1/2 -1/2 1/2
-1 -1 -1
(a) (b) (©

Fig. 2. Three plots of the class of basins that generalizes the ‘triangular’ basins studied in [8,16,&7} (&) a ‘trough’; (b)a = 1, the
triangular basin of [8,16,17]; (@) > 1 a basin that limits on the rectangular basimvas- co.

tidal flat areas. It follows from (2.8) thdb () = — (3« + 1)/48x2 < 0 for alla > 0. HenceJo(H, «) decreases
as a function of, for H small. By (2.9) we find (with the aid of Mathematica) that

a+1 <2a + 1)<“+1>/2°’ I'((o +1)/20)

Te@ =2vm|— =11 I'((2a+1)/20)°

where I'(z) is the Gamma function. It follows that lijo7c(H; @) = 2/exm, liMy—oTe(H; @) = 27, and
Tela) € (2 /e, 2) (with, e.g.,7¢(1) = 6 [16,17]). Note that lim_. - 7o(H; ) = 27, since the basin becomes
rectangular in this limit (Fig. 2c). Numerical approximations indicate @t ; «) decreases monotonically as a
function of H.

Next, we consider models that are (loosely) inspired on the character of the tidal basins of the Wadden Sea. Large
parts of these basins, the so-called tidal flats, are above sea level at low tide. This implies that the tidal oscillation
in the Wadden Sea can certainly not be considered as being of small amplitude, on the contrary: in each of the tidal
basins of the Wadden Sea, the ratio between the total volume of water in the basin at high tide to the (unscaled) sum
vMoh 4 !V ranges between® (the Marsdiep basin) to almost 1 [16].

We takeh (x; B) = —1+c1(B)x?+ Bx* + c3(B)x8 with ¢1.3(8) such that((1/2); B) = 0 and such that’ (x; 8)
andh” (x; B) vanish at the same points= +xf5:(8) # 0. Thus, althouglt (x; B) is monotonically increasing for
x > 0, the basin is indeed flat at the inflection points: +xf4:(8) (Fig. 1). The position of the flat part of the basin,
i.e.xfat(8), can be controlled by varying: xfa:(8) € (0, co). With the aid of Mathematica it can be checked by the
above general results gy (H) (2.8) and (2.9) that botlf,(8) andTo(Hc; B) — 27 can change sign independently
within this g-family of ‘tidal flat basins’. Hence, there exist basins in whigi{H; 8) can have a maximum or a
minimum as a function of for a certain = H,,(B8) € (0, Hc). As a consequence, the external forcip@) can,
for instance, be in 1:1 resonance witto different free oscillations of the Helmholtz oscillator (2.1).

These examples show that the behavior as a function of the Hamiltéh@frthe period7o(H), or equivalently,
the (nonlinear Helmholtz) frequency, of an integrable tidal oscillator, can be quite rich compared to the monotonic
character of the period in classical examples of mechanical oscillators. As a consequence, there can also be new type:
of resonant interactions. This will be the subject of future research. In this paper we focus on the small amplitude
case, so thatl « 1.

3. Small amplitude oscillations

In this section we focus on the case of small amplitude oscillations of the excess valgmé/e scale system
(1.1) such that we can apply the method of averaging and derive a generalization of the modulation equation
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in [17]. The integrable limit can again have a saddle point with an ‘inner’ and an ‘outer’ homoclinic orbit. The
existence of these orbits is determined completely by the relation between the characteristics (frequency, amplitude
of the dominant, lunar component of the exterior tide and the deviation of the nonlinear Helmholtz frequency from
the linear Helmholtz frequencyy . This deviation, i.e. in essen@@(H) — To(0) for small H, is determined by

the geometry of the basin. Thus, we find that the possibility of a chaotic response of the tide in a basin to a given
exterior forcing tide, is determined by the geometry of that basin.

The main motivation to use the method of averaging is that it enables us to obtain full control on the validity
of the approximation on the relevant time scale [22]. This is necessary, since a Melnikov analysis requires validity
on long time scales. It is shown that a Melnikov analysis of the averaged system is possible, in the sense that the
approximation is valid on the time scales necessary for the Melnikov method. However, it has to be assumed that
the ratio of the amplitude of the solar and the lunar exterior tide(i with 0 < ¢ <« § « 1. The analysis cannot
be expected to be valid whén= O(¢), wheree is the asymptotic parameter of the averaging procedure, since in
that case one has to be able to approximate the flow on time scales that exceed those for which the validity of the
approximation is guaranteed by the averaging method.

Next, we study all possible intersections of the stable and unstable manifolds to the saddle point of the Poincaré
map associated to the weakly forced modulation equation. We show that apart from the two ‘standard’ Melnikov
functionsMin (Tp) andMoui(To), there is a third Melnikov functionW mixed(70) that measures the distance between
stable and unstable manifolds that merge with different homoclinic orbits in thedlimit0. All three Melnikov
functions can be represented by explicit expressions. The ‘mixed’ Melnikov function is constructed by a careful
analysis of the path of an (un)stable manifold as it follows the framework spanned by both the outer and the inner
(unperturbed) homoclinic orbits. Here, the passage of a manifold near the saddle point requires special attentior
(see also Remark 3.5).

3.1. The averaged equations

We introduce O< ¢ < 1 andV = V(t) by v = ¢V and use (2.4) to obtain a leading order expansion of the
left-hand side of (1.1) in terms of the geometry. We then ‘tune’ the magnitude (with respgof tbe quasi-periodic
forcing term and of the friction term at the right-hand side of (1.1) to the character of the integrable limit (2.1) of
(1.1)—see Remark 3.1. Therefore, we assumerthdt) = ¢3Z(r) andy (v) = £2Cv, so that (1.1) can be written as

V4V =—2ecoV?+e2[~15V3 + Z(t) — CV] + O(5). (3.1)

Note that we thus have assumed that the surface elevation of the exterfgg8a= O(e%) < ¢ (v) = ((eV) =

O(e), the surface elevation within the basin. This amplification is in essence the ‘strictly linear phenomenon’ due
to resonance, mentioned in Section 1 [3,11]. We furthermore assume that both the semi-diurngbltidarand

the semi-diurnal sola$, tide are almost in 1:1 resonance with the small amplitude periodic orbits of the integrable
system (2.1). By (2.2) and (2.8) we know th&t — 27 is O(£2) in an O(¢) neighborhood of the center point.
Therefore we can now introduce an explicit, simplified, expression for the external quasi-periodic forcing term:

Z(t) = F cos(wt + 0) + Fsol COS(wsolf + Osol); @ = 1+ €20, wsol = 1+ £200| (3.2)

so that, by construction ~ wso & 1. The weak quasi-periodicity of the forcing term is established by the condi-
tion o # oso. Note that we have thus assumed (for simplicity) that the externatgige) only has semi-diurnal
components (i.eMg, Sa, etc., and diurnal components have all been neglected).

The scaled Eq. (3.1) can be broughtinto a ‘standard form for averaging’ [9,22] by introducing the polar coordinates
R(t) and® (r) through the phase-amplitude transformation,

V(1) = R(t) cos(wt — ®(t)), V() = —wR(®) sin(wr — & (1)), (3.3)
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so that (3.1) can be written as a three-dimensiosriodic system
. 1
R=¢ |:§§2R2 cos?(wt — @) sin(wt — ¢)} + 2[G(R, @, X, wt) sin(wt — )] + O@D),

: 1 3 2 1 3
D =¢ _EQR cos’(wt — D) | +¢ —EG(R,tp,E,wt) cos(wt — @) | + O(&°),

> =¢8], (3.4)
where

G(R, @, X, o) = :£3R? cos®(wt — @) — 20 R cos(wt — @) — F cos(wt + 0),
—Fso) COS(wt + X)) — CwR sin(wt — @),
2 = Ogo| — O. (35)

The special quasi-periodic structure of the driving force (3.2) has been incorporated in the slow \Arialoit

that it is immediately clear from the structure of (3.1) that first-order averaging will yield a trivial result, i.e. the ‘net
contribution’ of the termez, V2 is 0, so that the averaged quantitsind® are constant on a/ time scale (at
leading order) [9,22]. Therefore, we average system (3.4) to second-order [22] and obtain

R'=—3CR+ 1[F sin(® +6) + Fsoi SiN(P + £)] + O(e),

_ 1 1 _ o

&' =0+ 4—8(5¢§ — 33)R? + S5 F COS(® +0) + Fol cOS(® + £)] + Oe),

X =2+ 0(%), (3.6)

where the derivatives are now taken with respect to the natural slowltises2 associated to the second-order
averaging procedure. Sin¢&, @, X) only evolves on th€(1/¢2) time scale, i.e. since first-order averaging yields
a trivial result, it follows that the approximation 6R, @, X) by (R, &, X) is O(¢?) accurate on &(1/¢2) time
scale, i.e. the solutions of (3.6) gi(e?) accurate approximations of the solutions of (3.4) as lon§j as O(1)
[22] (see Remark 3.2).

The averaged equation can be interpreted more directly in Cartesian coordinates, therefore we ixt(@duce
andY (T) by

X(T) = R cos(P), Y(T) = R sin(®), (3.7)
so that (3.6) can be brought into the leading order two-dimensional form

X'=—Y[o + T2(X?+ Y] + 3F sing — 3CX + 3 Fsq Sin(2T + Xo),
Y' = X[o + To(X? + Y?)] + 3 F cosd — SCY + 1 Feo cos(2T + Xo), (3.8)

where we have used (2.8). Note that (3.8) can also be derived more directly from (3.1) by using the van der Pol
transformation [22] instead of the phase-amplitude transformation (3.3).

Observe that all ‘information’ on the geometry of the basin is concentrated in a single coeffigjehg leading
order approximation of the difference between the classical, linear Helmholtz gried2s /oy and its nonlinear
generalizatioro(H) (2.7) and (2.8). We can indeed conclude that the nonlinear Helmholtz period (or frequency)
is the dominant quantity in the representation of the structure of a basin in the description of its tidal dynamics,
like in the classical, linear case [11,28]. Since we are interested in the influence of the geometry of the basin on the
dynamics of (1.1) we assume tHat # 0, although it should be noted thEt can be 0 with a non-trivial geometry
(2.8).
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Without loss of generality, we sét= 0; 6 originally described a phase shift in (3.2), changihgorresponds
through (3.3) and (3.7) with a rotation af andY in (3.8), and a shift inXy.

Remark 3.1. We have made several choices to arrive at (3.1) and (3.2). Of course, the assumption that the system is
in 1:1 resonance is arbitrary, different resonances can be studied along the same lines (see Section 5). The assumpti
that the excess volumeis small with respect to the total volume of the basin is very natural, although it is certainly
not valid for all natural basins, see Section 2. However, the assumptions on the relations between the magnitude:
of |v], [¢ext(®)], |y (V)] and |w — wsel| are motivated by the (mathematical) preference to balance the influences

of all four competing components in (3.1)—the geometry, the forcing and its quasi-periodicity, and the friction.
In that sense the above scalings can be interpreted as a ‘significant degeneration’ in the terminology of (singular)
perturbation theory [5].

Remark 3.2. The ‘modulation equation’ (3.6) can also be obtained by the method of multiple time scales, as was
done for a special ‘triangular’ basin (see Section 2) in [17]. Here, we prefer the method of averaging, since we
need the (classical) results on the accuracy and the validity of the approximation procedure (that can for instance
be found in [22]) in order to be able to apply Melnikovs method to (3.6) and (3.8).

3.2. The periodically forced Helmholtz oscillator

By settingFso = 0, we recover the case of a periodic, lunar, forcing in (1.1), see (3.2). System (3.8) can now be
seen as a Hamiltonian system with friction. This system has been studied in more detail in [16,17] in the special
case of a ‘triangular’ domain, so that = —(1/2) (see Section 2). The integrable structure is common for weakly,
periodically forced planar systems at resonance: in weakly forced systems, non-trivial, chaotic, behavior can only
be expected near saddle connections, see for instance [9,25].

The integrable limit is obtained by setting, in additidh= 0. The Hamiltonian reads

1 1
HX,Y) = ——[0 + To(X? + Y2)]?> — ZFX. (3.9)
47, 2
The critical points of the Hamiltonian system are given by
X3+ 0X +3F =0, Y =0. (3.10)

Hence, if signi72) = sign(o), then there is only one critical point (of center type) in the integrable limit, if@ign
# sign(o), then there are up to three critical points (by varying two centers and one saddle (see Fig. 3). Note

X

Fig. 3. The unperturbed, i.e. integrable, averaged system: (3.8 CnthFso = O; F is chosen such that there are two center points, a saddle
point Ps = (X, 0), and two homoclinic orbits to the saddfg, the outer orbilyg}j’tm and the inner orbiyiﬂom.
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that only the latter, most interesting, case corresponds to a situation in which the frequency of the dominant (lunar)
tide,w = 1 + £%0, (3.2) can be in exact 1:1 resonance with one of the natural small amplitude oscillations of the
basin withH = ¢2H (2.1) and (2.2), since the nonlinear Helmholtz frequency of such an oscillation is given by
on(e2H) = 21 )To(e2H) = 1 — e2HTs + O(c%) (2.8).

In the next (sub)sections we will consider (3.8) as a periodically forced integrable system. We will assume that
bothC andFsg are asymptotically small, @@ (§), with 0 < ¢ « § <« 1 (see Section 3.3 for a detailed motivation).
Since one of the main themes of this paper is to show that a weakly, quasi-periodically forced Helmholtz oscillator
exhibits chaotic behavior, while there are no saddle connections in the integrable limit (2.1), we will only consider
the case in which there can be saddle points, and thus homaoclinic orbits, in the integrable limit of the averaged
system (3.8), see Remark 3.3. Hence, we can conclude that there can only be non-trivial behavior in (3.8) (with
C, Fso = O(8)), when the dominant (lunar) component of the external quasi-periodic forcing term (3.2) can be in
exact resonance with one of the ‘nonlinear’ small amplitude periodic orbits of (2.1). Note that the geometry of the
basin thus completely determines, through(2.8), the possibility of chaotic behavior, since the frequency of the
lunar tide must be considered as given.

In this paper we considél, < 0 < o. The situationrs < 0 < T» can be transformed into this case. Without
loss of generality we can s& = —1 ando = 1in (3.8), by rescalin, Y, F, C, Fso. This is in essence the case
studied in [17]. It follows from (3.10) that the Hamiltonian limit of (3.8), i®.= Fso = Owitho = —T» = 1,
can only have saddle points when(4/9)v/3 < F < (4/9)v/3. WhenF # 0, £(4/9)v/3 there is one saddle
point, Ps = (Xs, 0), and two critical points of center type. This saddle point defines the levél@ety) = #hom
(3.9). There are two homoclinic orbits in this level set:aer orbit yS™(T') and aninner orbit yiﬂom(T) (see
Fig. 3), both limiting on(Xs, 0). As F — (4/9)/3, or —(4/9)+/3, the saddle point merges with one of the center
points;yé}j’tm(T) andyiﬂom(T) merge ag — 0. TheX-coordinateXs of Ps is positive for—(4/9)v/3 < F < 0;
the case of a saddle point with a negati¥ecoordinate can be obtained from this by transformig— —X,

Y - —Y andF — —F (which corresponds, once again, to a phase shiftin (3.6)). Therefore, we focus on the case
—(4/94/3 < F < 0.

In the next section we will study the influence of smélls), perturbation terms in the integrable limit system by
the Melnikov method [9,25]. In order to perform the necessary calculations, we need explicit expressi@j}ig(fﬁls
andyi'r}(’m(T). These expressions can be obtained by introducing the auxiliary vasiabl§(7) = (X% + Y?) — 1.

In terms of this new variable, the homoclinic orbyj OL’};](T) correspond t&"°™ (7). It is shown in Appendix A

outin
that
. -1
coshPuT  sinh?uT As
Shom T — S — = S — T~ >
OUI( ) S+(S+_Ss S_—Ss> S+—aS+COSh2LT
. -1
cosh’uT  sinh?uT —As
Shom T) =S — = A - 3.11
in () S+<S_—Ss S+_SS> s+as+ coshurt ( :

We refer to (A.3) and (A.4) in Appendix A for explicit expressions for the constéats 0, S. > Ss, S— < Ss,
As > 0,as € (0,1) andu > 0. The Melnikov analysis of the next section will be based on (3.11).

Remark 3.3. The dynamics of (3.8) inthe case s{@h) = sign(c) andC, Fsq = O(§) is, of course, not completely

trivial. The driving frequency2 can be in resonance with one or more periodic orbits of the integrable limit, so that
one, once again, can study the system by averaging, or by the subharmonic Melnikov method [9,25] (note that these
procedures are only valid for 8 ¢ « § « 1, see Section 3.3). Hence, one can establish the existence of various
types of periodic orbits in (3.8).
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3.3. Perturbed homoclinic orbits; the Melnikov functions Myt and Min

In this section and the next section we study a weakly forced version of (3.8)

X' =—Y[1— (X2 + Y] +8[-2CX — LF cos(2T)] + O(e),
Y =X[1— (X?+Y?)] + 1F +6[-3CY + LF sin(21)] + Oce), (3.12)

wheres « § <« 1 has been defined by the natural assumption that the amplitude of the solar tide is (asymptotically)
small compared to that of the lunar tidg;o = § F (3.2). Moreover, we have chosefy = —x/2, in order to be

able to compare the outcome of the Melnikov calculations with those in [17]. This choice is not at all es&&ntial:
does not have any (leading order) influence on the existence of transversal intersections of the homoclinic orbits of
(3.12) with generaly (it does have influence on the location of these intersections, but that is not relevant for the
existence of Smale horseshoes, etc., see also Remark 3.6). Furthermore, we fiavesBt = 1,6 = 0, as was
explained in the previous section, afid= §C (the tilde will be dropped in the subsequent analysis). System (3.12)
can be written in the standard, autonomous form

M
G (X Xy Gi(X. Y, 0)
—lr|= M +58| Go(X,Y,0) | +Oe) for (X,Y,0)eR%x S, (3.13)
dT -— XY
® 0X 0
Q

whereH (X, Y; F) is the Hamiltonian (3.9) an@/1, G2) the 2r/£2 periodic perturbation term. System (3.13) has a
hyperbolic Zr /2 periodic orbit that is)(5) close to the saddle poiti of the unperturbed problem. A more precise
formulation of this result can be given in terms of the Poincaré M&mssociated to (3.13), whefg € [0, 27/2)
defines the sectio® 70 = {® = Ty} on whichP0 is defined. There exists a neighborhadg of Psin which the
map?P’° has a saddle poirﬂ’(STO that isO(8) close to the saddle pois of the unperturbeds(= ¢ = 0) limit of
(3.13). Moreover, the (local) stable and unstable manifoIdB(STBfin Dp, Wlig(PSTO), are((38) close to the (local)
stable and unstable manifolds Bf in the Hamiltonian limit system [9,25].

In the analysis of (3.13), it is essential to assume thatd« § « 1, i.e. thats is anO(1) quantity compared
to . This is because the averaging method only gif#%) accuracy orO(1) T-time intervals in (3.8) and thus
in (3.13) [22]. A priori, one might think that it is thus not at all possible to apply Melnikovs method to measure
the splitting distances in the perturbed homoclinic orbits of the averaged system (3.13), since this method involves
integrals over (semi-)infinite time intervals. However, inside the above defined neighbdphabe behavior of the
integrable limit persists, and one has full control over the flow generated by (3.13). There exist similar persistence
results in the literature on the averaging method (see for instance [22]) that relate a critical point of the averaged
system to a periodic orbit of the full system. The application of these results to the periodically forced system (3.4)
without dissipation, i.eFso = C = 0in (3.4), yields that the saddle poift of the integrable system, and its local
characteristics, corresponds to a periodic orbit of the original system (3.4) with the corresponding local character
(note that (3.4) reduces to a two-dimensional system when there is no solar component in the forcing term, i.e.
when Fso) = §F = 0, see (3.5)). The combination of the two persistence results yields that one only needs to
approximate the global stable and unstable manifoIstTéf W&”(P8T°), outsideDp, and st”(PSTD) only spend
a finite time interval outsid®p in the application of the Melnikov method [9,25]. Assuming that the magnitude
8 of the perturbations in (3.13) i©(1) with respect tce, implies that the time interval over which one needs to
approximate théVS*“(PaTO) is alsoO(1) with respect t@. Hence, when &< ¢ « § « 1there is no conflict between
the application of the Melnikov method and the averaging method (see Remark 3.4).
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Wea(B™)
Woi(R™)
—_— WaB")
.................. Wi (B")

Tt

Fig. 4. A sketch of the four stable and unstable manifwj&(PSTO), Wou(Ps©), Wi (PSTD), andw;) (P5T°) to the saddle poinIPSTQ of the Poinca&

map P70 associated to (3.12). Note that there are no intersections in this case.

The perturbations in (3.13) will, in general, break both homoclinic orbit®oih the Hamiltonian limit. The
Melnikov method measures the (leading order) splitting distance between the stable and unstable maﬂﬁ&]ds of
WS(P(STO) and W”(PSTO). In standard applications of the Melnikov method [9,25] there is only one homoclinic orbit
to the saddle pointin the integrable limit, so that one only has to measure the distance between those branches of the
stable and unstable manifolds that correspond to that one homoclinic orbit. The system studied in this paper (3.13)
has two homaoclinic orbits to the same saddle pointin the integrable uﬁﬂ'ﬁ](T) andyiﬂom(T) (Section 3.2). Thus,
we have to distinguish between two pairs of stable and unstable manifigfgg P, °) andw:>"(P/°) (see Fig. 4).

In this section we will determine explicit expressions for the ‘standard’ Melnikov functiotgi(7o) and
Min(To); Mout(To) measures the splitting distance betwﬁé(ht(PBTO) andWéJut(PaTO), Min(To) betweerW;> (PBTO)
and Wi‘;(PaTO). This distance is measured at a reference p;qﬁﬁf{; (0) in terms of the natural weighted distance
associated to the Hamiltonigi of the integrable limit (3.9) [9,25]. Note that one has to multipioutin (7o) with
8/| (aH/BX(yQ&Tn (0)), 0H /0 Y(yé‘&’}}] (0)))| to obtain the expression for the (leading order) Euclidian distance be-

tweenWé‘uLin (PBTO) andWé‘uLm(PsTO) atthe poinb/glj’{}‘n (0) in a cross-section that is perpendicular to the unperturbed
homoclinic manifold [9,25]. We will always refer to this weighted ‘energy’ distance function when we measure the
distance between two manifolds.
; : . iy - T T T T
In the next section we will consider the ‘mixed’ intersectioWg( P; °) N W;> (P °) and W, (Ps °) N Wi (P °).

It follows from the standard theory [9,25] that

oH
00 ﬁ(VO(T — To))
Mout,in(TO) Zf

—00 oH

_ (gl(VO(T ~ To), m)) or, (3.14)
oy (T = To)

Go(yo(T — To), 2T)

whereyo(T) = (Xo(T), Yo(T)) = y°™ (T) (Section 3.2). The Melnikov function$toytin (7o) can be computed

outin
explicitly using the results of the previous section and Appendix A. It is shown in Appendix B that

3tangout 7§22
3+ tanZgout sinhksm

3tangin 7822
3+ tanZ¢in sinhks

Mout(To; 2,C, F) = -2 [C (¢>out - ghsbout COS(QTO)} ,

Min(Tp; 2,C, F) = -2 [C <—¢in + g ksin cos(QTo)} , (3.15)
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whereks = 22/, ¢outin are determined by
. b . T
Cos¢ou[ = —dsg W|th ¢out € (E, T[) . COS¢|n = ds W|th ¢|n =TT — ¢0ut (S (O, E) , (316)

andu andag are given in (A.4). We note that a simple zero/ofyui(Tp), respectivelyMin (Tp), corresponds to a

transversal intersection (Wtfut(PaTO) and Wg’ut(PéTO), respectivelyw;> (PBTO) and W (PSTO) [9,25].

Remark 3.4. The ‘interactions’ of the Melnikov method and the averaging method have been discussed in more
detail in [9]. The limitations on the accuracy and the time scales of the approximation by an averaged system also
imply that the leading order correction terms in an averaged system like (3.13), that can be computed by another
round of averaging, cannot be used as additional ‘input’ in a Melnikov calculation, although such input might lead
to interesting, but in general spurious, phenomena in quasi-periodically forced oscillators [27].

3.4. The ‘mixed’ Melnikov function M nixed

Due to the presence of two homoclinic orbits emanating from the same saddlePpairthe integrable limit,
there can also be intersections of the outer stable or unstable manifolds of the sadd}gTbonu‘{(PBTo) of the
Poincaré map’0 associated to (3.13) with the inner unstable or stable manifold§T?)fWi’r‘1"‘(P8T°) (see Figs. 4
and 7).

In this section we will construct a ‘mixed’ Melnikov functioM mixed(7To) that measures the distance between
the manifoldsWy,( Py andWif](PETO). We refer to Remark 3.5 for some background to the ideas presented in this
section.

First, we need to assume that eitheto (7o) # O for all Ty, so thath‘jut(PaTO) N Wgut(PaTO) = {, or that
Min(To) # 0 for all Ty, i.e. Wif](PSTO) N Wi‘;(PSTO) = ¢. If neither of these conditions hold, then both pairs,
WSJ{(P(;TO) andWif;“(PsTO), intersect countably many times ne’%?O and both generate the well-known homaoclinic
tangle structure [9,25], see Fig. 7d. In Section 4.2 we shall show that countably many ‘lobes’ ([25] and Remark 4.2)
of both W(‘,Jut(PSTO) and Wif](PSTO) will intersect any (transversal) cross-section at any reference point on the orbits
of eithery 9™ or y1°™ (see Fig. 7d). Hence, trying to measure the distance betWggnP,®) andW: (P,°) is in
a sense irrelevant in the case that oty (7o) and M, (Tp) have zeroes.

The outer Melnikov functionM (7o) cannot be positive for all, since the non-oscillating component of
Moyt (i.e. the component that does not dependTphis always negative ((3.15), recall th@gy: € (r/2, )

(3.16)). Thus, the conditioM oy(Tp) # O for all Tp implies Moui(To) < O for all Tp. A similar argument shows

that M, (To) must be positive when it is assumed thetin (7o) # O for all 7p. Note that these conclusions

are in essence equivalent to the observation that both center points of the integrable limit system of (3.12), i.e.
8§ = ¢ = 01in (3.12), become attractors when one introduces friction to the system (but no periodic forcing),
see [16].

The result on the sign ofou(To) also implies that the outer stable manifdl(fut(PsTo) will be ‘outside’ the
unstable outer manifoldVy,(P;®) when Mou(To) # O for all Ty (see Figs. 4 and 7a). Henc#3,(P;°) will

spiral outwards, so that the possibility of having intersectionwéjt(PéTO) with Wi“(PSTO) is excluded. By the

n
sign of Min(To) we know that the unstable inner manifdfq}‘](PaTO) will be ‘inside’ Wiﬁ(PaTo) when we assume
that M (To) # O for all Ty (Figs. 4 and 7a). HencéVi‘rJ](PBTO) will spiral inwards, so that there can again be no
intersections o3Py °) with W (P,°).

We conclude that the only ‘measurable’ mixed intersections can occur betwgngaTo) and Wifl(PST").

Note that this does not imply thavs,(P,°) N Wi‘rJ](PaTO) — ¢ for all parameter combinationsVS,(P;°) and
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Wi‘;(PSTO) will intersect when both\M (7o) and Min (Tp) have zeroes (the ‘double chaos’ case, see Section 4 and
Fig. 7d).
We now assume thatl,(Tp) = O for all Ty, so thath‘jut(PaTO) N Wgut(P5T°) = {J. The outer unstable manifold

Wgut(PaTO) will thus return to the (small) neighborhod#p of Ps and PSTO. By taking the reference poinf)3™(0)

at the boundary obp, we may conclude that the (leading order) distance bethé&glrf(PSTo) and ngc,out(PaTo)
(the local outer stable manifold d?STO) at the ‘entrance pointQl,, € dDp is given by Mout(To). In order to
determine a distance bet\Nveg‘ut(PSTo) andWiﬁ(PSTO) we must first followwgut(PéTo) during its passage neR{ 0
(see Remark 3.5).

It follows from the construction oM (7o) [9,25] that this conclusion is only valid when we assume 8iap
coincides, at the intersection, with a (large enough) piece of the line through the intersection point, normal to the
outer homoclinic manifold of the integrable limit system (i.e. the orbit/mm(T)). Therefore, we will assume
from now on that the neighborhoddlp of P(ST0 has the shape of a quadrangle with sides perpendicular to the orbits

yg&’}‘n at the four intersection poinig i, N 3 Dp. This is of course no restriction. Moreover, we chodge such

that the Euclidian distance between those intersection points and the ‘cBgter’equivalentlyPTO, of Dp is of
O(8%) for some O< k < 1/2 (this is, again, no restriction [9,25]). The boundskauill be explained (and used) in
the forthcoming analysis.

Since the ‘full’ Eq. (3.13) is (by definition) dominated by the linear flow inside the re@ipn< 1, itis possible
to compute the orbits of the Poincaré nfaf throughDp explicitly (to leading order), and thus to determine the
path of the manifoldvgut(PgTO) throughDp. It follows from the conditions on the ‘size’ dbp, i.e.k > 0, that an
orbit of the magP’° through the entrance poit),, exits Dp after N = O(|logé|) iterations (which i< (1) with
respect te). It can be assumed (by adaptifg), without loss of generality, thaP ™)V (02 ) = 02, € aDp.
Note that, in terms of the flow governed by (3.13), this corresponds to the assumption that the orbit through the
point (02, 0) € R2 x S1 leaves the regio®p x ST with an ‘exit’ phase equal to the ‘entrance’ phase, i.e. that
Oexit = 2Texit = 0 (Mod 2r), whereTeyit is the O(|log§|) ‘passage time’ of that orbit throughp x S*. Since
WYL(P{®) N W3(P®) = ¢ ‘before’ WY, (P,®) reachedDp, it follows that Wi,(P,®) does not intersect the span
(Wee out(Py®) U We 0Py U W i (%) U WS 1 (P{®)} N Dp. TheEudlidian distance betweeW g, (P;®)
and this span varies betweéhs) and O(v/3) inside Dp, due to the saddle character Bfo. This explains the
above lower bound on the size bfp (k < 1/2). A Taylor expansion arounfs = (Xs, 0) yields that

oH
—(X(T), Y(T

HX(T), Y(T), 6(T) =8 Go(X(T), ¥(T), O(T))

H
oy X1, Y1)

for (X(T), Y(T), ©(T)) € Dp x S (sincedH/dX (Xs, 0) = dH/dY (Xs, 0)=0). Thus, sinc&P0)V (0L ) =

ngit € dDp for someN, we may conclude that the distance, measured in terms of the Hamiltonian distance

function, betweerV,(P;°) and the Spafivs, o (Py®) U Wi ou(Ps°) U WS i (PO U WS 1 (P} N Dp at

the exit pointQé’Xit is given by Mou(To) + O(8¥|logs)), i.e. the same Melnikov expression (at leading order) as at
the entrance poin@Z2,, (without any additional changes in phase, see Remark 3.6).

SinceMui(To) < O for all Tg, we know tham/gut(PBTo) is ‘inside’ Wgut(PaTO), so that the exit poian(it will be
O() close tongc’in(PaTo) (see Figs. 4 and 7a). The distance betvm%ﬁPSTo) and Wif;(PSTO) atthe pointQ2 . is,
by definition, given byM;, (7o) (at leading order). Hence, it follows that the Melnikov function that measures the
distance betweewg’ut(PaTO) and Wif](PSTO) is given by

Mmixed(TO) = Mout(TO) + Min(TO)s (3-17)
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under the condition thaé (7o) < O for all Tp. By (3.15) and the relatiotioyt = 7 — ¢in (3.16) we thus obtain
6 tangin
3+ tan2Z¢in
The same construction can be used to study the t4&5€Ty) # 0 for all Tp. Here, however, one needs to determine
the path ofWif;(P(STO) through the regionDp. It follows immediately that the distance betweﬁ@(PaTo) and

Wc‘,‘ut(PsT") can be expressed axactly the same ‘mixed’ Melnikov function Mmixed(7To) that is given by (3.17) and
(3.18)). See however Remark 3.6.

2
) + 72 (1 + eks™) g ksdin COS(QTo)i| . (3.18)

Mnixed(To) = -2 |:C <7T — 2¢in + sinhkgrr

Remark 3.5. It should be noted that there are more examples in the literature where ‘mixed’ Melnikov expressions
of the type considered here are derived (see for instance [2]). Nevertheless, since the system considered here does
have a special symmetric structure (chains of homoclinic orbits appear more naturally in systems with symmetries
[2]), and since we have to deal here with the additional subtleties of deriving a Melnikov function in an averaged
system, we decided to present a completely independent and detailed derivatienedi(7To). For similar reasons,

we performed an independent analysis of the passa@’g‘lmPSTo) nearP5T° and refrained from referring to general
results on the passage of manifolds near another (hormally hyperbolic) manifold [12,13].

Remark 3.6. By construction, the Melnikov expressiondoyt, Min and Mpixeqg measure the distance between
stable and unstable manifolds relative to a given reference point on one of the unperturbed homoclinic orbits.
Therefore Moy, Min and Mmixeq €xplicitly depend on the position of that reference point on an Q@F‘ or

yiﬂom. This fact can be made explicit by taking into account the changes in the phaseéhe computation of

the Melnikov functions, see [25]. Since we have not explicitly incorporated the influence of phase differences into
the Melnikov expressions, the expressiovut, Min, and Mmixeq €can only be used to see whether stable and
unstable manifold can intersect, and can in this form not directly be used to determine the precise location of the
intersections. For instance, if the parameters in the model are suchthailp) can have zeroes for certain values

TN of Tp (see Section 4), then we know thatS,(P;°) and WY,(P,°) intersect transversally. However, only for
To = Tgm we know the precise location of this intersection, or better, of one of the intersections: itis by construction
asymptotically close to the reference po;i/é‘,ftm(O), i.e. by Section 3.2, near the-axis. For other values dfp we

have to do some extra work to find the location(sye (P, ) N Wi,(P;®) (we have to followy29™(T) for a time
Tci,nt — To, see [25]). The precise information on the location of the intersections of the stable and unstable manifolds
is not relevant for the forthcoming analysis. Nevertheless, this straightforward observation demonstrates that there
indeed is a quantitative distinction between the two ‘identical’ expressions derivad faeq(To) in the two cases
considered in this section (i.840u(To) # O for all To and M, (Tp) # 0 for all Tp). In the two constructions of
Mmixed(To), the reference points, relative to which the distandgixeq(7o) is measured, are in general not the

same. Therefore, the two versions/efmixed(To) Will differ by a phase factor.

4. Chaotic behavior

In this section we interpret the outcome of the asymptotic Melnikov analysis of the previous section. It is shown
that the mixed Melnikov functioM mixed(To) plays a crucial role in the analysis of the character of the intersections
of the stable and unstable manifolds of the saddle point.

Each of the three Melnikov functions defines a manifold in athree-dimensional parameter space—these parameter
are related to the magnitude of the friction coefficient, the amplitude of the exterior forcing, and the frequency
difference between the lunar and solar components of the forcing. Such a manifold separates the parameter spac
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into two regions: one in which the associated Melnikov function can have (simple) zeroes and one in which it cannot
change sign. Together, these manifolds determine seven regions, one in which there are no transversal intersections
and hence no chaotic solutions, and six in which there are six different types of transversal intersections possible.
Four of these six types are of a ‘mixed’ nature, in the sense that the chaotic solutions are ‘spread out’ along the
full framework spanned by the outer and inner homoclinic orbits of the unperturbed limit. By a combination of the
information obtained from the three Melnikov functions with geometrical arguments based on the nearly integrable
character of the weakly forced system, it is possible to deduce the structure of all stable and unstable manifolds of
the saddle point of the Poincaré map (and their intersections) and to construct various horseshoe maps in all six
‘chaotic’ regions.

4.1. Transversal intersections

The three Melnikov functions\in (7o), Mout(To) and Mmixed(To) define the three critical manifold€gyt,
Cin andCmixed in the (2, F, C)-parameter space (with > 0 and—(4/9)v/3 < F < 0, see Section 3.2). The
definition of these manifolds is straightforward: they separate the regio(® ¥, C)-parameter space where
Min(To), Mout(To), Mmixed(To) can have zeroes, from those where the Melnikov functions do not change sign as
a function ofTy. It follows immediately from the structure of the expressions in (3.15) and (3.18) that the manifolds
Coutin,mixed Can be expressed in terms of a funct®r= Couytin,mixed(§2, F), SO thatM oyt in. mixed(70) has countably
many (simple) zeroes as function&ffor 0 < C < Coutin.mixed(£2, F), and no zeroes faf > Coutin.mixed(£2, F);
Coutin,mixed are given by

Cout= {C = Cout(£2, F) =

722 fspou oy — 3 tBour -1
sinhkg outT 3 tan2Z¢oyt ’
2

02 _ 3tangin \ *
n=1{C=Cin(2, F) = - e*ks¢|n b
Cin { in( ) sinhksm ( Pin+ 3+ tanqum)
w82 !
sinhksm A+ eerin (n 2t
S

6 tangin \ *
3+ tanZ¢i,

Cmixed = {C = Chixed($2, F) = } (4-1)

(recall thatpoutin = Poutin(F) (B.6), ks = ks(£2, F) (B.7)). The manifoldCmixed is only defined in the region
{C > Cout} U {C > Cin} (Section 3.4).

All three manifoldSCoyt, Cin @andCixed Vanish as2 — 0. In this limit there is no forcing term in (3.12), so that
there can be no transversal intersections of stable and unstable manifolds. Note, by (3.2) and (35)-tBat
corresponds to the periodically forced case (Section 3.2). Similar behavior occurs for tidal frequeaicthss
(3.2) that are not both close to the same resonance, i.e. \@hiey»> 1. This is because the term siilar) in the
denominators of the expressions in (4.1) dominates all other terkgs-as2 /2 — +oo (B.7). Thus, we conclude
that there can only be non-trivial (i.e. chaotic) behavior in system (3.12) when the frequencies of the ‘lunar’ and
‘solar’ components of the external forcing term (3.2) are not identical, and close to resonance.

There are two other relevant limit&% 4 0 andF | —(4/9)+/3. The limit F 1 0 corresponds by (B.6) to
dout 4 /2 andein 1 7 /2. It follows from (B.5) thatw | 0 asgoutin — /2, so that, by (B.7), all three manifolds
Coutin,mixed approach{C = 0} exponentially fast ag 4 0, due to the dominating exponential growth of the term
sinh(ksm) in the denominators in (4.1). Hence, also in this limit, all non-trivial behavior vanishes. Note that in the
integrable limit system (i.e5 = ¢ = 0 in (3.12)), the inner and outer homoclinic orbit mergeFas 0 (bothygj’tm
andyihom coincide with the degenerate circle of fixed poii®& + Y2 = 1} whenF = 0). This also implies that

n
Mout(To) and Min (Tp) must measure the same splitting distance in this limit, except for a change in sign, since the
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local stable manifold segment pﬁlﬁm merges with the local unstable manifold segmeny&f“ and vice versa.
This is confirmed by (3.15Mutin(To) — Fr C asF 1 0. It thus follows thatM mixed(To) — O for F 1 0 (3.17).
However, this has no influence on the existence of ‘mixed’ intersections in this limit (due to the exponential decay
Of Crixed($2, F) (4.1)).

A similar geometrical point of view gives additional insight in the lirit, —(4/9)+/3 that corresponds iyt 1
7 andgin | 0. Inthe integrable Iimityiﬂomshrinks to a pointag | —(4/9)v/3, while %M reaches a well-defined
limit. Once again we find that the structure of the manifdglg in. mixed iS dominated by the exponential growth of
sinh(ks) (since againt — 0 asgoutin — 7, 0 (B.5)). However, one must be careful in interpreting the behavior
of the Melnikov functionMin (Tp) for the shrinking orbil;/iﬂ‘Jm. A leading order asymptotic analysis yields that

Cin(2.,9) = e G221+ 0p?) for 0< ¢ =¢n <L (4.2)

457 22
20°
Thus,Cin (82, ¢) indeed decays exponentially@as, O for a given fixed value of2. However, the exponential decay
is not uniform ins2, the limit of Cin (£2, @) for (2, ¢) — (0, 0) does not exist (consider for instanfe = we
for fixed w: Cin(we, ) behaves as /b3 for 0 < ¢ « 1 (4.2)). Hence, the manifol@, has a singularity at
(2, F) = (0, —(4/9)+/3) and becomes unbounded near this point, see Fig. 5.
Note that the existence of a singularity 6 also implies that it is possible to have transversal intersections

of Wiﬁ(PaTo) and WiLr‘](PgTO) for arbitrarily large values of the friction paramet€r since anyC will be belowCi,
for appropriately chosen values 6f and F. This is quite a surprising and counter-intuitive result. However, all

elements OWiﬁ(PSTO) N Wiﬁ(PBTO) will be close to the now ‘arbitrarily small’ orb';tiﬂom and thus to the saddle point

PSTO. Moreover, in order to retain the validity of the approach, it is necessary to assuniethét(1) with respect
to 8. This implies that one has to choaséand thus) ‘small enough’ when one wants to consideflarge’.

Parameter combination&2?, F, C) that are above all three manifold&gy, Cin and Cmixed, i.€. C >
Coutin.mixed(£2, F), correspond to ‘trivial’ flows in (3.12), in the sense that there are no intersections of the stable
and unstable manifolds to the sadaﬂ}.:‘J of the Poincaré ma’°. The region below the manifoldut, Cin and
Cmixed Can a priori be divided into six subregions (see Fig. 5):

e Doublechaos: C < min(Cout(£2, F), Cin(£2, F)). In this region bothM (7o) and Min(Tp) have (countably
many) simple zeroes, so that there are transversal intersections (W&Q([E’BTO) with Wit «( PSTO) and ofw; (P(STO)

with Wiﬂ(PaTO). The manifoldCmixeq is Not defined in this region (Section 3.4), but, as we shall show in the next
section, botwvgut(PSTo) N Wi‘rJ](PSTO) # ¢ and Wiﬁ(PSTO) N Wgut(PaTO) £ ), see Fig. 7d. This region consists of
two components, one on either side of the pléf2ze= 0}.

e Inner chaos: max(Cout($2, F), Cmixed($2, F)) < C < Cin(£2, F). Here onlyM;,(Tp) has zeroes, so that there
can only be transversal intersectionsmﬁ(PsTo) and Wit‘](PBTO). Due to the singular behavior 6f, for (£2, F)
near(0, —(4/9)+/3), this region, which again consists of two components, is the largest of the 6 regions, i.e. inner
chaos is the most common type of chaos in this system.

e Outer chaos: max(Cin(£2, F), Cmixed($2, F)) < C < Cout(£2, F). This region turns out to be empty: there are
no parameter combinations for which o, .(P;®) and W,(P,®), and none of the other combinations, have
intersections (see Remark 4.1).

e Mixed chaos: max(Cout($2, F), Cin(£2, F)) < C < Cnixed(£2, F). This region consists of one component with
2 > 0.Inthisregionthere are no ‘classical’ intersections, i.e. when one considers either the perturbaﬁ@'ﬁs of

or those ofyiﬂom separately (as was done in [15,17,26]), one will conclude that there are no ‘non-trivial’ solutions

(see Remark 4.1). HoweveM mixed(To) has simple zeroes in this region, so thﬁg’ut(PaTo) and Wiﬁ(PBTO)
intersect transversally. Like in the classical case [9,25], these intersections can of course be related to a Smale
horseshoe map, as we shall see in the next section.
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Fig. 5. Intersections of the manifold€oy, Cin and Cmixed With various equally spacedF = F;} planes, whereF;, =
0.01— (4/9V3 x 1 — (/NG — 1) € (—(4/9+/3,0),i = 1,...,7. These manifolds determine the various types of chaos described

in this section. Note that the ‘outer chaos’ case does not exist.
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e Inner and mixed chaos: Cout(£2, F) < C < min(Cin(£2, F), Cmixed(£2, F)). Here, there are ‘classical’ inter-
sections ofWif](PBTO) and Wi‘r*](PgTo), while Mou(To) # 0 for all Ty, so thatMnmixed(7p) can be constructed;
Mixed(To) also has zeroes, which implies thdm(PBTo) also intersectwgut(PSTo) transversally (see Fig. 7c).

This region consists of two components, one on either side of the ffane 0}.

e Outer and mixed chaos: Cin(£2, F) < C < min(Cout($2, F), Cmixed($2, F)). This region consists of one compo-
nent with$2 > 0 that is close, but just below, the ‘mixed chaos’ component. There are classical, outer transversal
intersections and mixed intersectionsigf,(P;°) and W (P,°).

Remark 4.1. The factthata quasi-periodic forcing term with two ‘nearby’ frequencies can create chaotic behavior of
the small amplitude solutions of a weakly forced nonlinear oscillator was already noted in [15,26]. However, in these
papers no attention has been paid to the possibility of mixed intersections, or to the construction of a mixed Melnikov
function Mnmixed(To). As a consequence, neither of the ‘mixed’ types of chaos have been discussed in these papers.
Therefore, the existence of the ‘mixed chaos’ region is of particular interest, since in this region in parameter space
there is chaotic behavior, while the ‘classical’ Melnikov functions do not change sign. Furthermore, the ‘mixed’
Melnikov analysis also shows that it is not possible to have ‘classical’ ‘outer chaos’ without mixed intersections.

4.2. The structure of wg(,gm(p}% and the construction of horseshoe maps

Since the Poincaré mgp’o is based on the weakly perturbed integrable flow generated by (3.12), it is possible
to obtain a geometriqualitative insight in the structure of the manifold/ggut(PsTO), ng(PSTO), Wif](PSTO), and
Wi‘r*](PSTO) in all different cases distinguished in the previous section. Based on the behavior of the three Melnikov
functions and some fundamental properties of homoclinic tangles, it is possible to sketch a qualitative picture of the

stable and unstable manifolds. The following three properties are especially useful (see [9,25]):

e Once two manifolds intersectin a so-called ‘pip’, a ‘primary intersection point’ (see [20,25] and Remark 4.2), they
must intersect in countably infinitely many pips. Adjacent pips form an ordered sequence along the manifolds.

o Near the saddle point the amplitude of the ‘lobes’ ([20,25] and Remark 4.2) increases. This is a consequence of
the fact that the pips accumulate on the saddle p@rﬁt while the area of a lobe is, at leading order, conserved
(the mapP’o is (also) almost Hamiltonian and thus almost area-preserving, where ‘almost’ means9¢j) to
perturbations).

e The mapP’ maps a pair of two adjoining lobes to the next adjoining pair of lobes. Thus, also intersections
of lobes are mapped to intersections of lobes (i.e. if two lobes intersect, their images and pre-images must alsc
intersect).

The structure of the manifoldwgu‘iin(PgTO) can now be obtained for all cases by a strict application of the above
properties, in combination with the character of the leading order, integrable flow. See Fig. 6 for the ‘classical’
‘inner chaos’ case and Fig. 7 for the four ‘mixed’ cases.

Note in particular, that it now follows that there must also be ‘mixed’ intersections in the ‘double chaos’ case,
i.e. in this caseWi(Py%) N W3 (P®) # ¢, but alsoWs,(P{®) N WU(P/®) + ¢ (see Fig. 7d) To see this, we
consider the lobes formed Wgut(PaTo) and ngc’out(PaTO), nearPéT0 (these exist, sincéout(To) has zeroes).
These lobes become longer and thinner the closer the pips app?§&cdmd are ‘folded’ along the two branches
of the stable manifold 0P5T°, Wgut(PaTo) and Wif](PéTO). Since Min(Tp) also has zeroes, there will also be lobes
formed byWiE](PSTO) and ngcyin(PgTO) nearPsTO. These lobes will be folded alon‘g’gut(PSTo) and WiLr‘](PaTO). The
lobes ‘inside’, i.e. those that accumulateWﬁ,(PaTo) will form the ‘standard’ homoclinic tangle with the lobes of

Wif](PBTO) andWd. in(P(STO). The lobes ‘outside’, i.e. those that accumulaté&j;ﬁt(PsTo) will have countably many
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Fig. 6. A sketch of the stable and unstable manifoldf’fé in the ‘inner chaos’ case. The ‘color coding’ of the manifolds is the same as in
Fig. 4.

Fig. 7. The sketches of (the intersections of) the stable and unstable manifolds for the four ‘mixed’ types: (a) mixed chaos; (b) outer and mixed
chaos; (c) inner and mixed chaos; (d) double chaos. The ‘color coding’ of the manifolds is the same as in Fig. 4.
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intersections with the ‘inside’ lobes Wgut(PsTO) andWd. out(PgTO), i.e. those lobes that accumulateWﬁ(Psm),

nearP,°, sinceWs(Py°) and WS (P,°) both originate from, or limit onP,®. Hence, there are countably many

intersections oW, (P;°) and W (P,°). Likewise, it follows thatWy,(Py®) and W3 (P,°) also have countably
many intersections (Fig. 7d).

Transversal intersections of stable and unstable manifolds imply that caftiiiterates of the ma@’® must
have an invariant hyperbolic Cantor set Restricted taA, the iterated mapP™0)" is topologically equivalent to
a shift map on a finite number of symbols. This is in essence the statement of the Smale—Birkhoff theorem [9,25].
The key ingredient to the proof of the Smale—Birkhoff theorem is the construction of a horseshoe map from a map
that has a hyperbolic fixed poirpt(herePBTO) with stable and unstable manifolds that intersect transversally in a
pointq (here: a zero of eithei oui(To), Min(To) or Mmixed(T0))-

In the cases that only one of the Melnikov functions has zeroes, i.e. the ‘inner chaos’ and the ‘mixed chaos’
case (recall that (only) ‘outer chaos’ does not exist), the construction of the horseshoe map is identical to that in
the standard case. In order to explain the difference between these two standard cases and the other three mo
complex cases (‘mixed and outer chaos’, ‘mixed and inner chaos’ and ‘double chaos’) we give a rough sketch of
the construction of a horseshoe map, and the associated intersections of the stable and unstable manifolds, for th
most common type, the ‘inner chaos’ (Fig. 6).

Assume thag € Wif](PBTO) N Wi‘r’](PSTO) and thatg is a pip. Consider a quadrangiec Dp with PSTo € V, such
thatdy = 9V5, U Vi, U 9V3, U Vi with Wad i (Pf©) NV € 95t .. The mapPo will stretchV in the
direction of the unstable manifolds, and sque¥za the direction of the stable manifolds. Thas/ is mapped
by P70 towardsg along Wi‘;(P(;TO) anddV; is mapped by the inverséP’0)~1, towardsg along Wifl(PaTo). We
definek and¢ as the minimal numbers such that (P70)*(V) andg e (P™)~¢(V). Now, the mapP™)N with
N = k + ¢, acts as the classical horseshoe map on the ragioe: (P70)~¢(V): (PT0)N stretches, squeezes and
bendsVis so that(P70)N (Vhe) N Vhs = (PT0)* (V) N (PT0)=¢(V) consists of two ‘strips’, one containin@To, the
otherq (see [9,25] for all details of this construction).

The regionV is stretched byP’0 along bothWi‘r‘](PSTo) and Wg‘ut(PSTO), but the standard horseshoe construction
does not pay attention to the ‘outer’ parts(@0)k (V) = (PT)N (Vo) (that hag P70k (aV¥ ) as ‘tip’). Likewise,
the outer part o¥}s (that hagP0)—¢ (0V5,p as ‘'tip’), has also not been considered. This was of course not necessary,
since it is assumed that there are no other intersections than those of the inner stable and unstable manifolds: th
‘outer’ parts ofVhs and(P70)N (Vo) are irrelevant to the dynamics in this case.

This changes drastically in the ‘outer and mixed chaos’, ‘inner and mixed chaos’ and ‘double chaos’ cases. In
Fig. 8 we have sketched a construction of a horseshoe map for the ‘outer and mixed chaos’ case. The main differenc
with the above standard case is that here both stable manifolds have intersections with the unstable outer manifold
Thus, we can now ‘tune’ the regianandk, £ such thatP’)N (Vhe) N Vhs = (PTO)* (V) N (PT0)~¢ (V) for instance
consists of three strips. It follows that the m@™)" defines an invariant hyperbolic séton) on which(P70)¥
is equivalent to a shift on 3 symbols (the details of this statement can be checked by the standard theory presente
in [9,25]).

Of course the fact th&P’0)" is equivalent to a shiftin 3 symbols, instead of the classical example of the horseshoe
map that is equivalent to a shift on 2 symbols, is not special: the classical horseshoe construction sketched abowve
(for the ‘inner chaos’ case), can be modified so that it yields a horseshoe map that is equivalent (on an invariant sef
A) to a shift onn symbols, for any: > 2 (this can be achieved by stretchibigs further anngWif](PaTO), so that
VhsU Wi‘rJ](PaTO) consists of more than two components). However, in the ‘inner chaos’ case, periodic and/or chaotic
points of the maP’o (see Remark 4.3) can only be found in @g+/8) neighborhood of the unperturbed inner
homoclinic orbityiﬂ"m (note that the?(+/3) estimate comes from the behavior@fo near the saddle poirﬂSTO).

It follows from the construction of the horseshoe map for the ‘outer and mixed chaos’ case (Fig. 7b and Fig. 8) that
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Fig. 8. A construction of a horseshoe map for the ‘outer and mixed chaos’ case. The second map can be obtained from the first by a topological
deformation.

the periodic and/or chaotic points of the nfafy occur in anO(+/3) neighborhood of the uniopfl9™u yi'r]‘)m of the
unperturbed and outer and inner homoclinic orbits. The same is true for the ‘inner and mixed chaos’ and ‘double
chaos’ cases. In these three cases, the chaotic solutions to (3.12) are ‘spread out@u& aneighborhood of
{ydomy 7420”'} x ST,

Remark 4.2. The ‘pip’ and ‘lobe’ terminology is based on [20], see also [25]. L&k a saddle point of a planar map

P, with stable/unstable manifold85Y(p). Letqg € WS(p) N WY(p) and letS[ p, q], respectivelyU[ p, q], denote

the segment oVS(p), respectivelyWY(p), from p to g (including p andg); q is called a primary intersection point,
a‘pip’,if S[p, qINU|[p, q] = {pUq}. Letgs andg, be two adjacent pips, i.e. there are no other pips on the segments
S[q1, g2] € W*(p) andU[q1, g2] € W*(p). The region bounded b§{q1, g2] andU[q1, g2] is called a lobe.

Remark 4.3. A chaotic point of the ma@’0 corresponds to an elemembf the invariant (Cantor) set of a map
(PTo)N (for a certainN) by a horseshoe map construction as sketched above., OR’0)" is equivalent to a shift
map on the space of bi-infinite sequencea afymbols (for a certain). The fact thatp is chaotic implies thap
corresponds to a ‘random’ (bi-infinite) sequence [9,25].

5. Discussion

We have shown that the tidal elevation within an almost-enclosed short basin that is connected to a sea by a
narrow strait may respond chaotically to the forcing of an exterior tide with lunar and solar components. We have
focused on the role played by the geometry of the basin and the interactions between the nonlinearities induced by
the geometry and the special structure of the quasi-periodic forcing term. We have established that this interaction
generates various essentially different types of chaotic behavior.

There are many reports in the literature of ‘irregular’ tidal oscillations [3,7,10,14]; in [6,24] the ‘irregularity’ is
measured by analyzing time series of observations and determining an estimate of the (embedding) dimension of
the data. These observations, however, do not necessarily imply that the ‘irregularity’ of the tidal oscillations are
due to nonlinearity associated with the geometry of the basin, i.e. the mechanism studied in this paper. Nevertheless,
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our study implies that almost-enclosed basins in the coastal zone may respond chaotically to forcing by a com-
bination of semi-diurnal solar and lunar tides, when both are close to resonance. This may express itself through
spectral peak-broadening, noisiness of tidal ‘constants’ (amplitudes and phases of astronomically determined tidal
frequencies), and irregular subsequent elevation extrema [6,17,24]. A related mechanism may be operating wher
not the tide itself, but one of the higher order modes is in resonance with the basin. Such a situation may appear in
fjords, that typically have Helmholtz periods of a couple of minutes to an hour [11]. For this situation a modulation
equation can be derived that is remarkably similar to (3.8) [17]. This equation can be studied and classified by the
same (mixed) Melnikov functions in combination with the geometric approach of Section 4. In a case like this,
the chaotic response manifests itself by secondary elevation changes [10] and may actually be amplified in the
accompanying current field [7,17].

It should be remarked that the model (1.1) studied in this paper is overly simplified. The derivation (1.1) is based
on several assumptions that can be considered to be unrealistic in many natural basins [16]. For instance, many basir
cannot be considered to be connected to the sea by a narrow strait. The model also neglects the nonlinear character
the flow through the channel. From a physical point of view, the assumption of weak friction employed in the model is
particularly questionable. On the other hand, it is quite interesting in this respect that ‘inner chaos’ can, for idealized
cases, be reached for arbitrarily large values of the friction parameter (Section 4.1 and Fig. 5). In work in progress
[23] the tidal dynamics of half-open bays is studied. Here, modulation equations like (3.8), i.e. equations that may
exhibit chaotic behavior, are obtained directly from the full hydrodynamic equations that govern the flow in such a
basin. This implies that the analysis of this paper is also relevant in this much more realistic and general context.

Moreover, we note that on longer than fortnightly time scales, slow modulation of environmental conditions
(such as mean sea level, tidal forcing amplitudes, basin shape) may bring a basin into or out of resonance. This
may provoke relatively drastic shifts in the basin’s response to the tidal forcing. This phenomenon can be accounted
for by the theory developed here, and in [16,17]: the parameters in (3.8) will change under these environmental
conditions and the drastic shifts will be triggered by bifurcations, for instance of saddle node type, in (3.8) (see
[16,17] for more details). Therefore, the ideas of nonlinear tidal dynamics developed in [16,17] and this paper may
be relevant to explain certain changes in sedimentation records [18].

There are also some important mathematical issues we did not discuss in this paper. First of all, there is the problen
of the existence of chaot@ttractors. We have only shown the existence of chaotic solutions, but, these solutions
cannot be stable, due to the stretch and squeeze character of their construction. This is, of course, a fundament:
issue and is not special for the Helmholtz oscillator. It was found in [17] by numerical simulations that there are
chaotic attractors, both in the averaged system and the underlying system (1.1j isimereased to values that can
no longer be considered to be asymptotically small. This behavior is typical for forced nonlinear oscillators [9,25].

Another important fundamental problem we did not yet touch upon is the implication of the existence of chaotic
solutions in the averaged system for the underlying system (1.1). A priori one can only conclude that there are
solutions to (1.1) that are close to a chaotic solution of the averaged system for a very long tié (). A
chaotic solution is related to a full, bi-infinite sequencevo§ymbols by the horseshoe construction. The bounded
validity of the averaging method only enables us to follow a chaotic solution over a bounded part of this sequence.
To our knowledge, there are no general persistence results for chaotic solutions of an averaged system as chaot
solutions to the original system. This issue lies beyond the scope of this paper and will be considered in detail in [4].

Finally, we note that the approach developed in this paper, and in particular the construction and evaluation of
the mixed Melnikov function, can also be used to study general nonlinear oscillators with similar ‘almost resonant’
guasi-periodic forcing terms (see also [15,26,27]). In the case of small amplitude oscillations, the only ‘essential
information’ on the oscillator i§>, the leading order quantity that describes the nonlinear character of the period of
the periodic orbits of the nonlinear oscillator near the center point (2.8). This quantity can, of course, be determined
for any nonlinear oscillator. Furthermore, the method can also be used to study more general resonances than jus
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the 1:1 case. In these cases, the averaged system will again have the character of a periodically forced integrable
system. However, the integrable system for the higher resonances will have more than ‘just’ two homoclinic orbits
[15]. For instance, there are two saddle points connected by four heteroclinic orbits in the 1:2 resonance. All orbits
will ‘break up’ due to the periodic forcing term. The associated ‘gaps’ between the stable and unstable manifolds
can again be measured by Melnikov functions, although one will need more than ‘just’ two ‘classical’ and one
‘mixed’ Melnikov function as we found in the 1 : 1 case. As a consequence, there will also be more than the six
different types of chaos/transversal intersections determined in this paper.
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Appendix A. Explicit expressionsfor the unperturbed homoclinic orbits

By (3.8) and (3.9) we see that
S'=FY, 2FX= 82— 43om (A.1)

on the homoclinic level s&{(X, Y) = #"°™ (recall thatS = (X2 + Y?2) — 1). Thus,X andY can be removed from
the differential equation fof

s = i\/FZ(S +1) — 2(S2— 4phom2 = £1(S — S9)\/(S — S_)(Sy — ), (A.2)
whereS; > Ss > S_ and

2 —2F? hom 3 2
SS:X5_1<O9 Si:_Ssﬂ: S, s H = _ZSS _Ss. (A3)
S

This equation can be brought into the fo8n= [ the product of two linear terms i8]%/2 by introducing

§(T) = £(S(T) — Ss)~1 (where the outer orbit corresponds with theand the inner with the-). The equation

for & can be transformed in® = Fu[8 + §]Y/2 by setting3(7) = (1 + &7)?)x a suitably chosen constant.
This equation has two solutions of exponential growthTas> +00): §T) = +5sinh(uT). These solutions
correspond to the homoclinic solutions of (A.2) as given in (3.11). It follows from a straightforward analysis that
_ (Ss—S8-)(S+—=3Ss) . (S4++S-—2Ss)
B Si—S_ TS, -5

Note that both orbits are biasymptoticSgand thatsha™0) = S, S1°™(0) = §_.

1
As >0, s €01, pu=7VE=S)E 5. (A4

Appendix B. Computing Mout(To) and Min(To)
We (again) introducéo(T) = (Xo(T)? + Yo(T)?) — 1 and rewrite (3.14) by (3.12) and (A.1) as

C [ 1 [ _
Moutin(To) = ~3 / (352 + 480 + 4H"O™ dT + 7 [ (83) sin(2(T + To)) dT
—00 o0

1 o u
+5 / S8 cos(2(T + To)) dT. (B.1)
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By expanding the co&2 (T + Tp)) and sin(2(T + Top)) terms, and defining

Tn(2) = /Oo (So(T) — Ss)" cos2T dT (B.2)

—00

forn =1, 2, we can reduce (B.1) to
C $2
Moutin(To) = _E[(4+ 65s)J1(0) + 372(0)] — Z[Z(SS + §2)J1(82) + J2(£2)] cos(2Tp). (B.3)

Note that all integrals involving si2T) ‘average out’ sinceSo(T) — Ss is an even function of” (3.11). The
J,(£2) integrals can be evaluated by expressing them in terms of

o .
I(a,k):/ COskx w  sinhk¢

= B.4
a + coshx o sing sinhkx’ (B4)

wherea = cos¢ € [—1, 1] (this identity can be obtained by contour integration, see also [21]). At this stage we

have to distinguish between the outer and the inner case. Based on (3.11) and (A.4) wedlgfire ¢doutin(F)

asin (3.16). Thus, by (A.3) and (A.4)

2 tan(ﬁour’m
Sg= —o— =5 " As = 4u,/1 — coS2houtin. B.5
s 31 tan2¢outin 1% :F3+ tan2¢outin s %4 Poutin (B.5)
Note that this also implies that
4 COS?Pout
Fo_ $outin _— (B.6)
1+2 C032¢outin) /

Next, we introduce
2
ks = ks(2, F) = —. (B.7)
2p

Like u, ks has the same value in the outer and the inner case (A.4). We thus find, for the outer case by (B.2), (B.4),
(B.5) and (B.7)

sinhk
Ti(@) = 41— a2T(as ko) = dr SoksPout

sinhkgr

0z sinhksgout ks 1
2) = —16u(1 — a2)— (as, ks) = 16w 11— - .
jZ( ) M( aS) da (as S) H S|nhksﬂ tanhks¢out tan¢out

(B.8)

Note that the limits2 — 0 andks — O are both well-defined. The computations for the inner case are in essence
the same. The expressions given in (3.15) now follow from (B.3), (B.5) and (B.8).
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