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ABSTRACT
This paper proposes a novel argumentation-based approach to
combine legal-reasoning methods that each solve a subproblem
of an overall legal problem. The methods can be of any nature
(for instance, logical, case-based or probabilistic), as long as their
input-output behaviour can be described at the metalevel with
deductive or defeasible rules. Themodel is formulated in theASPIC+
framework, to profit from its metatheory and explanation methods,
and to allow for disagreement about how to solve a subproblem.
The model is not meant to be directly implementable but to serve
as a semantics for architectures and implementations.
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1 INTRODUCTION
In legal reasoning different issues have to be addressed, which may
require different reasoning methods. Typically, to decide a case a
judge has to assess the facts at stake as well as to identify and apply
the relevant legal sources. Consequently, also a lawyer to advice
a client on a case, has to addresses both factual and legal issues,
considering what arguments may be relevant to either. Thus both
factual and normative reasoning is needed. Further distinctions are
possible within the domains of factual and normative reasoning.
For instance, in addressing factual issues different reasoning meth-
ods can be used: common sense defeasible generalisations may be
relied on; scientific theories may be deductively applied; statistical
inference may be used; trained intuition by experts or judges may
support certain assessment. This plurality of human approaches

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
ICAIL 2023, June 19–23, 2023, Braga, Portugal
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0197-9/23/06. . . $15.00
https://doi.org/10.1145/3594536.3595129

is reflected in different methods for automated inference, such as
defeasible reasoners, deductive reasoners, statistical tools and neu-
ral networks. Similarly, with regard to the law, different reasoning
methods can deployed depending on whether regulations are ap-
plied, precedents are referred to, or impacts of relevant interests or
values are assessed. These tasks may themselves be analysed into
different inference steps. For instance, defeasible legal reasoning
may be applied to the facts of a case only if the facts are linked
to the predicates that occur in legal rules. The matching of the
descriptions of concrete facts and the abstract predicates occurring
in legal rules is called ‘subsumption’ by legal theorists. Unless the
knowledge representation is supplemented by rules or an ontology
that bridges facts and rules, the modelling of subsumption may
require case-based reasoning.

In this paper we propose a novel argumentation-based approach
to combine the application of legal-reasoning methods to different
parts of a legal problem. The model allows for disagreement about
what is a suitable way to solve a subproblem. It is inspired by [12], in
which an ad-hoc metalevel formalism was proposed. We replace it
with ASPIC+, for two reasons. First, the metatheory of ASPIC+ auto-
matically applies, such as all results on satisfaction of the rationality
postulates and, second, existing explanation methods for ASPIC+
can be used to explain an outcome, for instance, the argument
game for grounded semantics [10], which is arguably very intuitive.
Moreover, we show how a problem in the modelling of burden of
proof first discussed in [11] can be solved as an application of our
approach. Our model is not meant to be directly implementable
but to serve as a semantics for implementations or more concrete
formal models, with special emphasis on explanations of outcomes
of a combination of reasoning methods.

This paper is organised as follows. In Section 2 we summarise
the theory of abstract argumentation frameworks and the ASPIC+
framework on which we will build. Then in Section 3 we present
our formal model for combining reasoning methods, which we
apply to several examples in Section 4. We conclude in Section 5.

2 FORMAL PRELIMINARIES
In this section we present our formal preliminaries, being the the-
ory of abstract argumentation frameworks [6] and the ASPIC+

framework for structured approaches to argumentation [9].

2.1 Abstract Argumentation Frameworks
An abstract argumentation framework (AF ) is a pair (A,D), where
A is a set of arguments and D ⊆ A × A is a relation of defeat.1

1Dung used the term ‘attack’ but since we will interpret it as theASPIC+ defeat relation,
we will use ‘defeat’.
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The theory ofAFs [6] identifies sets of arguments (called extensions)
which are internally coherent and defend themselves against attack.
An argument A ∈ A is defended by a set by S ⊆ A if for all B ∈ A:
if B attacks A, then some C ∈ S attacks B. Then given an AF ,
• E is admissible if E is conflict-free and defends all its mem-
bers;
• E is a complete extension if E is admissible and A ∈ E iff A is
defended by E;
• E is a preferred extension if E is a ⊆-maximal admissible set;
• E is a stable extension if E is admissible and attacks all argu-
ments outside it;
• E ⊆ A is the grounded extension if E is the least fixpoint of
operator F , where F (S ) returns all arguments defended by S .

It holds that any preferred, stable or grounded extension is a com-
plete extension. For T ∈ {complete, preferred, grounded, stable},
X is sceptically or credulously justified under the T semantics if X
belongs to all, respectively at least one, T extension.

2.2 The ASPIC+ Framework
The ASPIC+ framework [9] defines abstract argumentation systems
as structures consisting of a logical languageL and two sets Rs and
Rd of strict and defeasible inference rules defined over L. In this
paper we for simplicity assume thatL contains ordinary negation¬
but all new definitions proposed in this paper can be easily adapted
to versions of ASPIC+ with asymmetric negation, such as negation
as failure. Arguments are constructed from a knowledge base (a
subset of L) by chaining inferences over L into acyclic graphs.
Formally,

Definition 2.1. [Argumentation System] an argumentation sys-
tem (AS) is a triple AS = (L,R,n) where:
• L is a logical language with a negation symbol ¬;
• R = Rs ∪ Rd is a finite set of strict (Rs ) and defeasible (Rd )
inference rules of the form {φ1, . . . , φn } → φ and {φ1, . . . , φn }
⇒ φ respectively (where φi ,φ are meta-variables ranging
over wff in L), such that Rs ∩ Rd = ∅. Here, φ1, . . . ,φn are
called the antecedents and φ the consequent of the rule.
• n is a partial function such that n : Rd −→ L.

Informally, n(r ) is a well-formed formula (wff) in L which says
that the defeasible rule r ∈ R is applicable, so that an argument
claiming ¬n(r ) attacks an inference step in the argument using r .
We write ψ = −φ just in case ψ = ¬φ or φ = ¬ψ . We use{ as a
variable ranging over {→,⇒}. Since the order of antecedents of a
rule does not matter, we sometimes write S { φ where S is the set
of all antecedents of the rule.

Definition 2.2. [Knowledge bases] A knowledge base in anAS =
(L,R,n) is a set K ⊆ L consisting of two disjoint subsets Kn (the
axioms) and Kp (the ordinary premises).

Definition 2.3. [Argumentation theories] An argumentation
theory is a pair (AS,K ) where AS is an argumentation system and
K a knowledge base in AS .

Definition 2.4. [Arguments] A argument A on the basis of an
argumentation theory AT is a structure obtainable by applying one
or more of the following steps finitely many times:

(1) φ if φ ∈ K with: Prem(A) = {φ}; Conc(A) = φ; Prop(A) =
{φ},
Sub(A) = {φ}; Rules(A) = ∅; DefRules(A) = ∅; TopRule(A)
= undefined.

(2) A1, . . . ,An { ψ if A1, . . . ,An are arguments such thatψ <
Conc({A1, . . . ,An }) and Conc(A1), . . . , Conc(An ) { ψ ∈ R
with:
Prem(A) = Prem(A1) ∪ . . . ∪ Prem(An );
Conc(A) = ψ ;
Prop(A) = Prop(A1) ∪ . . . ∪ Prop(An ) ∪ {ψ },
Sub(A) = Sub(A1) ∪ . . . ∪ Sub(An ) ∪ {A};
Rules(A) = Rules(A1) ∪ . . . ∪ Rules(An ) ∪
{Conc(A1), . . . , Conc(An ) { ψ };
DefRules(A) = Rules(A) ∩ Rd ;
TopRule(A) = Conc(A1), . . . , Conc(An ) { ψ .

Premn (A) = Prem(A) ∩ Kn and Premp (A) = Prem(A) ∩ Kp . Fur-
thermore, argument A is strict if DefRules(A) = ∅ and defeasible
otherwise, and A is firm if Premp (A) = ∅, otherwise A is plausible.

The set of all arguments on the basis of AT is denoted by AAT .

Each of the functions Func in this definition is also defined on sets
of arguments S = {A1, . . . ,An } as follows: Func(S ) = Func(A1) ∪
. . . ∪ Func(An ). Note that the→ and⇒ symbols are overloaded to
denote both inference rules and arguments. In this paper we do for
simplicity not discuss variants of ASPIC+ in which the premises
of an argument must be consistent (see [9]). All new definitions
proposed in this paper directly apply to these versions.

Definition 2.5. [Attack] Argument A attacks argument B iff A
undercuts or rebuts or undermines B, where:
• A undercuts B (on B′) iff Conc(A) = −n(r ) and B′ ∈ Sub(B)
such that B′’s top rule r is defeasible.
• A rebuts B (on B′) iff Conc(A) = −φ for some B′ ∈ Sub(B) of
the form B′′1 , . . . ,B

′′
n ⇒ φ.

• A undermines B (on φ) iff Conc(A) = −φ for some φ ∈
Prem(B) ∩ Kp .

Definition 2.6. [Structured Argumentation Frameworks] A
structured argumentation framework (SAF) defined by an argumen-
tation theory AT is a triple (A, C, ⪯) where A is the set of all ar-
guments on the basis of AT , ⪯ is an ordering on A and (X ,Y ) ∈ C
iff X attacks Y .

In this paper we assume that the argument ordering ⪯ is de-
termined by two preorders ≤ on Rd and ≤′ on Kp . The notion of
defeat is defined as follows. Undercutting attacks succeed as defeats
independently of preferences over arguments,while rebutting and
undermining attacks succeed only if the attacked argument is not
stronger than the attacking argument. Below A ≺ B is defined as
usual as A ⪯ B and B ⪯̸ A and A ≈ B as A ⪯ B and B ⪯ A. In this
paper we assume that for no arguments A and B both A ≺ B and
B ≺ A hold.

Definition 2.7. [Defeat] Argument A defeats argument B iff ei-
ther A undercuts B; or A rebuts or undermines B on B′ and A ⊀ B′.

Abstract argumentation frameworks are then generated from
SAFs as follows:

Definition 2.8 (Argumentation frameworks). An abstract ar-
gumentation framework (AF) corresponding to a SAF = (A,C, ⪯) is
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a pair (A,D) such that D is the defeat relation on A determined
by SAF .

We can then define nonmonotonic consequence notions for well-
formed formulas (wff). A wff φ ∈ L is sceptically justified on the
basis of a SAF under semantics T if φ is the conclusion of a scep-
tically justified argument on the basis of the AF corresponding to
the SAF under semanticsT , and credulously justified on the basis of
a SAF under semantics T if φ is not sceptically justified and is the
conclusion of a credulously justified argument on the basis of the
AF corresponding to the SAF under semantics T .

3 MAIN IDEAS AND FORMALISM
The idea is that a reasoning problem is solved by a connected series
of problem solving modules. Each module solves a subproblem of
the overall problem. It receives input from and can provide output
to other modules. These connections between multiple modules
are defined by output-input metalevel rules, which are ASPIC+ rules
that have as antecedents outputs of one or more modules and
have as consequent a single input to another module. A crucial
element of our approach is that the antecedents and consequent
of each metalevel rule are expressed in the metalanguages of the
various modules. Together the sets of modules and output-input
metalevel rules specify a problem decomposition. For example, a
legal-reasoning module reasoning about civil liability in medical
surgery cases could apply legal rules to proven facts with rule-based
argumentation, where these facts are provided by a combination
of two other modules, a Bayesian network computing posterior
probabilities of factual propositions on the basis of the evidence in
the case combined with another rule-based argumentation module
that determines the relevant burdens and standards of proof.

Another important element of our approach is that while each
module has its own problem solving method, its input-output be-
haviour is represented by a set of input-output metalevel rules, which
are ASPIC+ rules of which both the antecedents and the consequent
are described in the same module’s metalanguage: the antecedents
describe the inputs to the module while each consequent describes
an output of the module according to the module’s problem-solving
method. For instance, for the evidential Bayesian-network mod-
ule the antecedents of the input-output metarules would specify a
Bayesian network while their consequents would state that partic-
ular probability values can be derived from the Bayesian network
specified by the metarule’s antecedents. Thus while each module
reasons with its own method, the application of its method can
still be described at the metalevel in ASPIC+. When these internal
input-output metalevel rules of a module are combined with the
output-input metalevel rules between modules, this allows an ex-
planation at the metalevel in ASPIC+ of how the overall problem is
solved by the problem decomposition. Moreover, since these two
kinds of metarules (the input-output rules describing a single mod-
ule and the output-input rules connecting multiple modules) are
defeasible, our approach allows to represent conflicts about what is
the correct input for a module by way of the existence of conflict-
ing metalevel arguments in ASPIC+. For instance, in our medical-
liability example there could be an alternative argumentation- or
scenario-based evidential module that outputs an alternative to
the Bayesian-network view on which facts can be proven. Then

alternative input-output metarules of the legal-reasoning method
could be triggered to provide arguments for alternative solutions
to the medical liability problem.

Our approach is not meant to be directly implementable but
it is meant to serve as a semantics for implementations or more
concrete formal models. While the output-input metalevel rules
have to be specified in advance when specifying the problem de-
composition, the input-output metalevel rules can be generated
dynamically during an explanation of the overall problem solution,
where (as further explained below) only the relevant rules need to
be generated.

The first definition formalises an abstract view on problem-
solving methods, abstracting from its method and just focussing
on its input-output behaviour.

Definition 3.1. A problem-solving module M is a tuple of four
elements (LI

M ,L
O
M ,RM ,R

io
M ) where

• LI
M isM’s input language and LOM isM’s output language;

• RM : Pow (LI
M ) −→ Pow (LOM ) isM ′s problem-solving mech-

anism, assigning sets of outputs to sets of inputs;
• RioM is the set of all rules of the form S ⇒ φ where
– S is a finite subset of LI

M and φ ∈ LOM ; and
– φ ∈ RM (S ).

Note that RioM describes the behaviour ofM in a set of ASPIC+
rules defined over the input- and output languages ofM .

Definition 3.2. Given a finite setM of problem-solving modules,
a set Roi

M
of output-input rules forM is a set of rules of the form

S ⇒ φ where each element of S (which is finite) is from the output
language of someM ∈ M and φ is from the input language of some
M ∈ M that has no element from LOM in S .

In practical applications it makes sense to make sets of output-
input rules non-circular but since ASPIC+ can formally handle
cyclic arguments, we will not formally impose this requirement
here.

Definition 3.3. Given a pair PS = (M,Roi
M

), whereM is a set
finite of problem-solving modules and Roi

M
is a finite of input-

output rules forM, a problem specification is an ASPIC+ structured
argumentation framework (APS , CPS , ⪯PS ) defined by an argu-
mentation theory AT PS = (ASPS ,K PS ) such that
• LPS is the union of all input and output languages of any
M ∈ M
• RPSs = {S → φ | S is finite and S ⊢FOL φ}

• RPSd is the union of Roi
M

and all RioM of anyM ∈ M

• K PS = K PS
n is a subset of {φ | φ ∈ LI

M of someM ∈ M}
• ⪯PS includes specificity orderings for each RioM

The metalevel strict rules consist of all classically valid first-
order inferences over LPS since LPS is a first-order language by
construction. The last clause of this definition allows that given
inputs of a module can be represented in the global metalevelK PS

n .
For example, a module reasoning with an ASPIC+ instantiation
will specify an argumentation theory and an argument ordering,
and a Bayeisan-network module will specifiy a Bayesian network.
In addition, Km

n can contain all relevant axioms of the problem-
solving modules. For instance, for Bayesian-network modules it
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can contain the axioms of probability theory, or for modules based
on ASPIC+ it can contain an assumption that Kn is consistent.
As further explained in Section 4, these two design choices are
to make sure that inconsistent input specifications (for example,
two different unconditional probabilities for the same probabilistic
variable in a BN or inputs that make Kn inconsistent in ASPIC+)
generate conflicting arguments at the metalevel.

We now explain the idea of a module’s internal input-output
rules RioM in more detail. The idea is to describe the input-output
behaviour of a module as defined by RM with a set of ASPIC+ rules
S ⇒ φ where S is a set of statements in the input metalanguage of
the module andφ is a solution of the module on the assumption that
S completely describes the module’s input. There are such rules for
each possible S and for every solution of that S . Below metarules of
this kind will be denoted with subscripted names io. Furthermore,
the idea is to only accept the solutions of the most specific rule,
that is, the rule that gathers all inputs. To this end, a specificity
preference mechanism can be applied to the problem specification
that guarantees that in case of conflict only the rule gathering all
inputs is applied. It is not guaranteed that there is always a single
most specific rule. Situations in which this is not the case reflect
genuine conflicts about what should be the input of the module.

To illustrate these ideas with a small formal example, consider
a module M with a classical-logic instance of ASPIC+ (a proposi-
tional language, building arguments as classical-logic inferences
from consistent subsets of the knowledge base, only undermining
attack, no preferences). Consider p, q and ¬q as possible elements
of the knowledge base. Three relevant arguments as regards these
propositions then are p, q and ¬q, where q and ¬q defeat each other.
Then we have (at least) the following rules in RioM :

io1: p ∈ Kp ⇒ p is sceptically justified under the grounded seman-
tics on the basis of Kp
io2: q ∈ Kp ⇒ q is sceptically justified under the grounded seman-
tics on the basis of Kp
io3: p ∈ Kp ,q ∈ Kp ⇒ q is sceptically justified under the grounded
semantics on the basis of Kp
io4: q ∈ Kp ,¬q ∈ Kp ⇒ q is not sceptically justified under the
grounded semantics on the basis of Kp
io5: p ∈ Kp ,q ∈ Kp ,¬q ∈ Kp ⇒ p is sceptically justified under the
grounded semantics on the basis of Kp
io6: p ∈ Kp ,q ∈ Kp ,¬q ∈ Kp ⇒ q is not sceptically justified under
the grounded semantics on the basis of Kp
Let us suppose that the inputs received from other modules are
q ∈ Kp ,q ∈ Kp¬q ∈ Kp . Then all rules are triggered in that their
antecedents are in Kp . As regards the status of q there is a conflict
between rules io2 and io3 on the one hand and io4 and io6 on the
other. Rule io4 is more specific than rule io2 while rule io6 is more
specific than both rules io2 and io3. As a consequence, both rules io4
and io6 will be applied at the cost of rules io2 and io4. In addition,
since there is no conflict about the status of p, both rule io1 and
rule io5 apply. (‘applied and apply’ here mean that they give rise to
justified arguments for their consequents.)

Of course, in an implementation it would not be a good idea
to generate all of these input-output metarules. Instead, only the
input-output behaviour of the fullest specification of Kn should be
observed; this is equivalent to only generating rules io5 and io6.

4 APPLICATIONS
In this section we apply the formalism and ideas from the previous
section to several realistic application scenario’s in AI & law.

4.1 Combining Rule-based and Evidential
Reasoning under Burden of Proof

First we model an example from [5] concerning reasoning under
burden of proof.

Example 4.1 (Civil law example). Let us consider a case in which
a doctor caused harm to a patient by misdiagnosing his case. As-
sume that there is no doubt that the doctor harmed the patient:
she failed to diagnose cancer, which consequently spread and be-
came incurable. However, it is uncertain whether or not the doctor
followed the guidelines governing this case: it is unclear whether
she prescribed all the tests that were required by the guidelines, or
whether she failed to prescribe some tests that would have enabled
cancer to be detected. Assume that, under the applicable law, doc-
tors are liable for any harm suffered by their patients, but they can
avoid liability if they show that they were diligent (not negligent) in
treating the patient, i.e., that they exercised due care. Thus, rather
than the patient having the burden of proving that doctors have
been negligent (as it should be the case according to the general
principles), doctors have the burden of providing their diligence. Let
us assume that the law also says that doctors are considered to be
diligent if they followed the medical guidelines that govern the case.
In this case, given that the doctor has the burden of persuasion on
her diligence, and that she failed to provide a convincing argument
for it, the legally correct solution is that she should be ordered to
compensate the patient.

In [5] this example was formalised as a single ASPIC+ argumen-
tation theory as follows.

Example 4.2 (Civil law example in ASPIC+).
Kn = {e1, e2, e3};
R =

{r1: e1 ⇒ ¬guidelines
r2: e2 ⇒ guidelines
r3: e3 ⇒ harm
r4: ¬guidelines ⇒ ¬dueDiligence
r5: guidelines ⇒ dueDiligence
r6: harm,¬dueDiligence ⇒ liable}

We assume no rule preferences. Then the following arguments
can be built as displayed in Figure 1.

Without preferences the (direct) defeat relations are the follow-
ing:
• arguments A4 and A5 defeat each other,
• A7 and A8 defeat each other.

Any of the standard semantics for ASPIC+ yields that A9 is only
defensible. However, this does not agree with the fact that the
burden of proof is on dueDiligence so that, if both dueDiligence and
¬ dueDiligence are defensible, as is here the case, A9 should be
justified since A6 for harm is justified and A7 for ¬ dueDiligence is
not overruled.

In [5] this outcome is achieved by applying a nonstandard la-
belling semantics in which an argument that is burdened is out if it
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Figure 1: ‘Standard’ arguments in Example 4.1.

is defeated by an argument that is in or undecided (instead of the
usual ‘out if defeated by an argument that is in’). In this example
this gives the desired result that in any labelling A8 is out so A7
is in, so A7 is justfied in any semantics. However, a theoretical
drawback of this proposal is that several desirable properties of the
various semantics cannot be proven. For example, the grounded
extension is not guaranteed to be unique. We now show how our al-
ternative approach avoids this problemwhile retaining the standard
argumentation semantics and treating the example in the desired
way.

We divide the above specification into two separate modules: the
Legal Rule module LR contains the legal rules of the example, while
the Evidential module Ev contains all the evidential rules of the
example. In addition we have an ASPIC+ module B for determining
the burdens of persuasion that provides the burdens of proof. All
threemodules applyASPIC+ but Ev uses the weakest-link argument
ordering while LR and B use the last-link ordering. This is since
arguably weakest link fits better with epistemic reasoning while last
link fits better with normative reasoning [9, Section 3.2]. Although
in our example we assume no preferences, this still illustrates the
flexibility of our approach.

The overall metalevel Km
n of our problem specification contains

e1 ∈ Kn (Ev ), e2 ∈ Kn (Ev ), e3 ∈ Kn (Ev )
r1 ∈ Rd (Ev ), r2 ∈ Rd (Ev ), r3 ∈ Rd (Ev )
r4 ∈ Rd (LR), r5 ∈ Rd (LR), r6 ∈ Rd (LR)
Burden(dueDiligence) ∈ Kn (B), Burden(Harm) ∈ Kn (B)

Next we specify output-input metalevel rules (more precisely, rule
schemes for all their ground instances) that take output of the Ev
and B modules and provide input for the LR module. (The need for
‘defensible or’ will be explained below).

oi1: Burden(φ) is defensible or justified on the basis of SAF (B), φ is
justified on the basis of SAF (Ev ) ⇒ φ ∈ Kn (LR)
oi2: Burden(φ) is defensible or justified on the basis of SAF (B), φ is
not justified on the basis of SAF (Ev ) ⇒ −φ ∈ Kn (LR)

So the idea is that only formulas or their negations for which a

burden is defined are outputted from Ev into LR. This yields the
following instantiations of rule schemes oi1 and oi2:

oi1 (harm): Burden(harm) is defensible or justified on the basis
of SAF (B), harm is justified on the basis of SAF (Ev ) ⇒ harm ∈
Kn (LR)
oi2 (dueDiligence): Burden(dueDiligence) is defensible or justified
on the basis of SAF (B), dueDiligence is not justified on the basis of
SAF (Ev ) ⇒ ¬dueDiligence ∈ Kn (LR)

We then have an unattacked argument on the basis of our problem
specification for the conclusion that liable is justified on the basis of
SAF (LR) as displayed in Figure 2 (with some abbreviations). More-
over, the content of and flow between the various modules in the
problem specification is displayed in Figure 3 (in which elements
that are empty, such as Kp in all modules, are left implicit).

The meta-argument uses the following input-output rule of LR:

io1: Harm ∈ Kn (LR),¬dueDiligence ∈ Kn (LR), r3 ∈ Rd (LR) ⇒
liable is justified on the basis of SAF (LR)

Furthermore, its subargument for ‘Burden(harm) is justified on
the basis of SAF (B)’ uses the following input-output rule of B:

io2: Burden(harm) ∈ Kn (B) ⇒ Burden(harm) is justified on the
basis of SAF (B)

And the subargument for ‘harm is justified on the basis of SAF (Ev )’
uses the following input-output rule of Ev :

io3: e3 ∈ Kn (Ev ), r3 ∈ R (Ev ) ⇒ harm is justified on the basis
of SAF (Ev )

The subargument for ‘Burden(dueDiligence) is justified on the basis
of SAF (B)’ uses the following input-output rule of Ev :

io4: Burden(dueDiligence) ∈ Kn (B) ⇒ Burden(dueDiligence) is jus-
tified on the basis of SAF (B)

And the subargument for ‘dueDiligence is not justified on the basis
of SAF (Ev )’ uses:

io5: e1, e2 ∈ Kn (Ev ), r1, r2 ∈ R (Ev ), ≤ (Ev ) =≈,⇒ dueDiligence
is not justified on the basis of SAF (Ev )

The argument that liable is justified can be paraphrased as follows.
liable is justified in LR since LR contains harm and ¬dueDiligence
as necessary facts. For harm this is so since it is justified in Ev since
e3 is a necessary fact in Ev and r3 a rule in Ev , which yields an
unattacked argument for harm in LR. For ¬dueDiligence this is so
since Burden(dueDiligence) is justified in B (since it is a necessary
fact in B) and dueDiligence is not justified in Ev . The latter is so
since Ev not only contains e2 as a fact and r2 and r5 as defeasible
rules but also contains e1 as a fact and r1 and r4 as defeasible rules.
Then [here the local explanation method of Ev can be inserted].

We nowmodify the example to illustrate the treatment of conflict-
ing inputs for a module. Instead of having Burden(dueDiligence) ∈
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Figure 2: Metalevel arguments in Example 4.1 (1).

Figure 3: Problem solving modules in Example 4.1 (1).

Kn (B) we now have both Burden(dueDiligence) ∈ Kp (B) and
Burden(¬dueDiligence) ∈ Kp (B).We also add toKn (M) thatKn (LR)
is consistent. Then Burden(dueDiligence) is defensible in B, which
still triggers io1. However, now oi2 is triggered for both burden
statements:

oi2 (dueDiligence): Burden(dueDiligence) is defensible or justified
on the basis of SAF (B), dueDiligence is not justified on the basis of
SAF (Ev ) ⇒ ¬dueDiligence ∈ Kn (LR)
oi2 (¬dueDiligence): Burden(¬dueDiligence) is defensible or justi-
fied on the basis of SAF (B), ¬dueDiligence is not justified on the
basis of SAF (Ev ) ⇒ dueDiligence ∈ Kn (LR)

So for both dueDiligence and ¬dueDiligence we obtain arguments
that their contradictories are in Kn (LR). For the conclusion that
¬dueDiligence is in Kn (LR) it is the same argument as in Figure 2
except that the intermediate conclusion ‘Burden(dueDiligence) is

justified in B’ must now be replaced with ‘Burden(dueDiligence) is
defensible in B’ and the premise ‘Burden(dueDiligence) ∈ Kn (B)’
must be replaced with ‘Burden(dueDiligence) ∈ Kp (B)’. The ar-
gument for the conclusion that dueDiligence is in Kn (LR) is of a
similar form with the obvious alternative replacements.

Together with the axiom inKM thatKLR is consistent, this then
also yields arguments for both dueDiligence and ¬dueDiligence that
they are not in Kn (LR) (we leave it to the reader to verify the
construction of these arguments). So both arguments for the con-
clusions that they are in Kn (LR) are defeated. Actually, this also
holds for both arguments for the conclusions that they are not
in Kn (LR), since we assume no preferences between o-i rules at
the metalevel. The upshot of all this is that there now also is an
argument that liable is not justified in LR, since no argument for it
can be constructed. Or, more precisely, we now obtain an additional
version of LR with a different knowledge base in which no such
argument can be constructed. The new situation as regards the
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modules is displayed in Figure 4. Note that we now we have the
following equally specific applicable io-rules in LR:

io1: harm ∈ Kn (LR),¬dueDiligence ∈ Kn (LR), r3 ∈ Rd (LR) ⇒
liable is justified on the basis of SAF (LR)
io6: harm ∈ Kn (LR),¬dueDiligence < Kn (LR), r3 ∈ Rd (LR) ⇒
liable is not justified on the basis of SAF (M (R).

The result is that both conclusions on whether liable is justified in
LR are defensible on the basis of the overall metalevel SAF that spec-
ifies the problem decomposition. Note that here it does not matter
that these conclusions do not contradict each other (since formally
they refer to different versions of LR with different knowledge
bases): to resolve the conflict, a choice has to be made in module B
between the conflicting arguments on who has the burden of proof
concerning dueDiligence. This conflict is modelled at the metalevel
as two defensible arguments on the basis of the metalevel SAF .

Concluding this subsection, note that we have provided an alter-
native solution to a theoretical problem first noted by [11] and also
discussed by [5, 14]. The problem is how to reconcile the concept of
shifts in the burden of proof with ‘standard’ semantics for abstract
argumentation frameworks. While in [11] alternative semantics
were proposed as a solution, in [14] a solution within the standard
semantics was proposed. In [5] a problem with that solution was
identified and another nonstandard solution was proposed. How-
ever, as noted above, a theoretical drawback of this proposal is
that several desirable properties of the various semantics cannot
be proven, such as uniqueness of the grounded extension. We have
instead suggested that the solution lies in decomposing a reasoning
problem into multiple components that each can have their own
definitions and semantics, while shifts in the burden of proof are
modelled in the connections between these components, the seman-
tics of which is also standard, namely the theory of Section 2. Our
approach thus also agrees with [15]’s suggestion that legal proof
debates are essentially meta-theoretic.

4.2 Reasoning with and about Bayesian
Networks

We next show how a Bayesian-network (BN) application can be
combined with rule-based argumentation. We first illustrate how a
BN can generate facts for LR. We limit ourselves to BNs with only
boolean variables.

4.2.1 From a BN to rule-based argumentation. A Bayesian network
is a pair (G, Pr ) where G is a directed acyclic graph (V ,D), were
V is a set of boolean probabilistic variables and D ⊆ V × V is a
set of probabilistic dependencies, and Pr is probability function
which for every v ∈ V specifies Pr (v | parents(v )) (the conditional
probability tables for each v ∈ V ). As for notation, for any v ∈ V
we often write that v is true as v (letting the context disambiguate)
and that v is false as ¬v . Finally, a subset E of V , the evidence, can
be declared as certainly true.

We replace the ASPIC+-style Ev module of the previous subsec-
tion with a possible BN of the same evidential problem. The BN
is visualised in Figure 5, where the probabilities are the posterior
ones after entering the evidence (e1, e2 and e3). The probability that
a variable is false (true) is listed at the top (bottom). We make no

claims as to the adequacy of this BN for modelling the example; we
only use it to illustrate how a logical and probabilistic reasoning
method can be combined in our formal framework.

First, the structure of the BN is specified in K n (Ev ) . We need
to specify which variables are in V and which probabilistic depen-
dencies are in D. So we have the following statements in Kn (Ev ).

dueDiligence ∈ V (Ev ), Harm ∈ V (Ev ), Guidelines ∈ V (Ev ), e1 ∈
V (Ev ), e2 ∈ V (Ev ), e3 ∈ V (Ev ).
(Harm, dueDiligence) ∈ D (Ev ), (dueDiligence,Guidelines) ∈ D (Ev ),
(Harm, e3) ∈ D (Ev ), (Guidelines, e1) ∈ D (Ev ), (Guidelines, e2) ∈
D (Ev ).

We also assume that the contents of the conditional probability
tabels (CPT) are given, soKn (Ev ) also contains the following state-
ments (note that Pr (¬v | v ′) = 1 − Pr (v | v ′), so it can be left
implicit).

Pr (Harm) = 0.1 ∈ Pr (Ev ) (This specifies the prior probability
of harm).
Pr (e3 | Harm) = 0.92 ∈ Pr (Ev ), Pr (e3 | ¬Harm) = 0.1 ∈ Pr (Ev )
(These probabilities specifiy the CPT for e3).
Pr (dueDiligence | Harm) = 0.3 ∈ Pr (Ev ), Pr (dueDiligence | ¬Harm) =
0.75 ∈ Pr (Ev ) (the CPT for dueDiligence).
Pr (Guidelines | dueDiligence) = 0.7 ∈ Pr (Ev ), Pr (Guidelines |
¬dueDiligence) = 0.2 ∈ Pr (Ev ) (the CPT for Guidelines) (the CPT
for Guidelines).
Pr (e1 | Guidelines) = 0.05 ∈ Pr (Ev ), Pr (e1 | ¬Guidelines) = 0.9 ∈
Pr (Ev ) (the CPT for e1)
Pr (e2 | Guidelines) = 0.9 ∈ Pr (Ev ), Pr (e2 | ¬Guidelines) = 0.05 ∈
Pr (Ev ) (the CPT for e2)

Finally, we need to specify the evidence in the BN module:

e1 ∈ E (Ev ), e2 ∈ E (Ev ), e3 ∈ E (Ev )

Next we specify the metarules that connect the output of the Ev
and B modules to the input of the LR module. The following rules
mimic the format of rules oi1 and oi2 above and attempt to formalise
the proof standard of on the balance of probabilities. (If one wants to
model debates about what is the correct proof standard, then these
rules can be refined, but we omit a discussion of this for simplicity.)

oi4: Burden(φ) is defensible or justified on the basis of SAF (B),
E is all the evidence in Ev , Pr (φ | E) > 0.5 on the basis of the BN
in Ev ,⇒ φ ∈ Kn (LR)

oi5: Burden(φ) is defensible or justified on the basis of SAF (B),
E is all the evidence in Ev , Pr (φ | E) ≤ 0.5 on the basis of the BN
in Ev ⇒ −φ ∈ Kn (LR)

Then metalevel arguments can be constructed just as in Figure 3
by replacing the subarguments using input-output rules io3 and
io5 of Ev with the following rules (assuming that Pr (dueDiligence |
E) < 0.5, which is the case if Pr (dueDiligence | Harm) is changed
to 0.1 as in the next subsection).
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Figure 4: Problem solving modules in Example 4.1 (2).

Figure 5: A Bayesian network module.

io′5: (specification of BN)⇒ Pr (harm | E) > 0.5 on the basis of the
BN in Ev .
io′′5 : (specification of BN) ⇒ Pr (dueDiligence | E) < 0.5 on the
basis of the BN in Ev .

4.2.2 From argument-scheme-based argumentation to a BN. Next
we illustrate how the input probabilities of the Ev module can be
argued about in another module, following the approach of [13].

We assume an ASPIC+-style module ArS with argument schemes
for arguing about probabilities for a BN. Among these schems is
the expert testimony scheme, which is a defeasible rule scheme in
Rd (ArS ):

exp (x ): x is an expert as regards as regards Pr (H |E), x says that
Pr (H |E) = n⇒ Pr (H |E) = n

For our case we have the following facts in Kn (ArS ):

(1) Tony is an expert as regards Pr (dueDiligence |Harm), (2) Tony
says that Pr (dueDiligence |Harm) = 0.3
(3) Lucy is an expert as regards Pr (dueDiligence |Harm), (4) Lucy
says that Pr (dueDiligence |Harm) = 0.1

Furthermore, we want that disagreeing experts can result in multi-
ple conflicting inputs for the Ev module, so we write the following
output-input metarule:

oi6: Pr (H |E) = n is defensible or justified on the basis of ArS
⇒ Pr (H |E) = n ∈ Pr (BN )

Then if two contradictory probability statements are both defensi-
ble, then oi6 applies to both of them and then the axioms of proba-
bility, which are inKn (M), will similarly to in Section 4.1 give rise
to conflicting arguments about whether these statements are or are
not in Kn (BN ). In consequence, there will be defensible metalevel
arguments for, respectively, the conclusions that (¬)dueDiligence is
inKn (LR) (even though they do not defeat each other). That in turn
gives rise to two versions of the LR module as in Figure 4, which
then again gives two defensible metalevel arguments that liable is,
respectively, is not justified. All this is visualised in Figure 7.

In this example the metalevel confliuct arose because of defensi-
ble arguments within an (argumentation-based) module. Another
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Figure 6: Conflicting evidential modules.

Figure 7: Conflicting output from argumentation about probabilities.

way in which conflicting inputs can arise is when two alternative
modules provide conflicting inputs for a model. To illustrate this,

assume that two different versions of Ev are both proposed as the
right way to solve the evidential problem of whether due diligence
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can be proven: Eva, which is the above ASPIC+-based Ev module,
and Evb, which is the first of the above BN-based Ev modules,
with Pr (dueDiligence |harm) = 0.3. Suppose also that dueDiligence
is not justified in Eva but that according to Evb we have that
Pr (dueDiligence | E) > 0.5 (as in Figure 5). Then Eva wants to
put ¬dueDiligence into Kn (LR) while Evb instead proposes to put
dueDiligence into Kn (LR) (namely, on the basis of oi4). Together
with a metalevel axiom inKm

n thatKn (LR) is consistent, this again
yields two rebutting metalevel arguments about what should be
put into Kn (LR). Then rules io1 and io2 describing two versions of
LR can both be applied and again two defensible arguments for, re-
spectively, ‘liable is justified on the basis of SAF (LR)’ and ‘liable is
not justified on the basis of SAF (LR)’ can be created. The situation
as regards the modules is displayed in Figure 6.

4.3 Other possible applications
We end this sectionwith a brief discussion of some other possible ap-
plications of our approach. First, it could be used for combining rule-
and rule-based reasoning. For instance, the IBP system [1] combines
a deductive model of rule-based reasoning with HYPO/CATO-style
case-based reasoning on whether the conditions of a rule are sat-
isfied. A remodelling in our approach would make it possible to
replace the deductive rule model with a defeasible one, such as
ASPIC+ or Carneades [8]. Moreover, at the ‘input’ side the case-
based module could be connected with another reasoning model
for determining which factors apply to a case. As illustrated in Sec-
tion 4, we could then model conflicts about which factors apply in a
case, leading to alternative copies of the case-based and rule-based
modules.

Another application is combining rule- or logic-based reasoning
with machine-learning applications for establishing the truth of
factual predicates. For example, rules on early release from prison
may have conditions about the probability of recidivism, which
may be verified by machine-learning approaches.

5 CONCLUSION
In this paper we proposed a novel argumentation-based approach
to combine the application of legal-reasoning methods to different
parts of a legal problem. The model was formulated in the ASPIC+
framework, to profit from its metatheory and explanation meth-
ods. An interesting feature of our approach is that it can model
disagreement about what is a suitable method to model a legal
problem. The model is not meant to be directly implementable but
to serve as a semantics for architectures and implementations, with
special emphasis on explanations of outcomes of a combination of
reasoning methods. We illustrated the power of our approach with
applications to evidential reasoning and reasoning under burden of
proof. Among other things, we proposed a novel way to reconcile
‘standard’ argumentation semantics with the concept of shifts in
the burden of proof, based on the idea that a standard semantics
can be applied in individual reasoning modules while shifts in the
burden of proof are modelled in the connections between various
modules, which have an ASPIC+ semantics.

The idea to combine reasoning methods in a modular way is
not new in AI. In [4] a modular approach to logic programming
is proposed which inspired much further work. For instance, in

[7] a modular version of assumption-based argumentation [16]
was proposed for representing and reasoning with alternative legal
theories. Modules can attack each other but the logic of each of
them is assumption-based argumentation. Other related work is
[3], in which a framework for multi-context systems is proposed
where each context can have its own logic (monotonic or not) while
bridge rules specify the information flow between contexts. These
bridge rules are nonmonotonic since in their body they can refer
to non-consequences of a module. Their semantics is, unlike in our
approach, not given by an existing nonmonotonic logic but by a
formalism especially developed for multi-context systems. While
[3]’s approach thus has some similarities with ours, there are also
differences and [3] do not discuss legal applications. Finally, in
[2] modularity is studied in the context of abstract argumentation
frameworks [6]. In future work it would be interesting to investigate
the formal relations between our approach and all this related work.
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