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RELATING PROTOCOLS FOR DYNAMIC DISPUTE WITH LOGICS
FOR DEFEASIBLE ARGUMENTATION

ABSTRACT. This article investigates to what extent protocols for dynamic disputes, i.e.,
disputes in which the information base can vary at different stages, can be justified in
terms of logics for defeasible argumentation. First a general framework is formulated for
dialectical proof theories for such logics. Then this framework is adapted to serve as a
framework for protocols for dynamic disputes, after which soundness and fairness proper-
ties are formulated for such protocols relative to dialectical proof theories. It then turns out
that certain types of protocols that are perfectly fine with a static information base, are not
sound or fair in a dynamic setting. Finally, a natural dynamic protocol is defined for which
soundness and fairness can be established.

1. INTRODUCTION

This paper studies the exchange of arguments and counterarguments in dy-
namic disputes, i.e., in disputes where the available information can change
during the dispute. The research is motivated by two recent developments
in Artificial Intelligence: research on logical systems for defeasible ar-
gumentation, and research on the use of argumentation in multi-agent
interaction, such as in negotiation, group decision making and dispute
mediation.

Logics for defeasible argumentation (e.g. Pollock 1992; Dung 1995;
Vreeswijk 1997 and, for a survey, Prakken and Vreeswijk 2000) are one
approach to the formalisation of so-called defeasible, or nonmonotonic
reasoning. This is reasoning where tentative conclusions are drawn on
the basis of uncertain or incomplete information, which might have to
be withdrawn if more information becomes available. Logical argumenta-
tion systems formalise this kind of reasoning in terms of the interactions
between arguments for alternative conclusions. Nonmonotonicity arises
since arguments can be defeated by stronger counterarguments.

In Artificial Intelligence the exchange of arguments and counterargu-
ments has also been studied in the context of multi-agent interaction.
(See also Walton (1999), for an argumentation-theorist interested in AI
and multi-agent research.) For instance, Kraus et al. (1998) and Parsons
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et al. (1998) have studied argumentation as a component of negotiation
protocols, where arguments for an offer should persuade the other party
to accept the offer. Loui (1994) has also studied the role of argumentation
in negotiation. Argumentation is also part of some recent formal models
and computer systems for dispute mediation (Gordon 1995; Gordon et
al. 1997; Brewka 1999), and it has been used in computer programs for
intelligent tutoring: for instance, in a system (Belvedere) that teaches sci-
entific reasoning (Suthers et al. 1995) and in a system (CATO) that teaches
disputation skills to law students (Aleven and Ashley 1997). In sum, there
are computer systems that perform argumentation, systems that mediate it,
and systems that teach it.

Such computer applications raise the issue against which formal stand-
ards their argumentation aspects can be evaluated. In other words, are
there rational principles governing the exchange of arguments and coun-
terarguments in disputational dialogues, and if so, can these principles be
formalised? The purpose of this paper is to give a (partial) answer to these
questions. In particular, I shall investigate to what extent these principles
can be formulated in terms of logics for defeasible argumentation.

Such logics seem very suitable for this purpose, not only since they
are about the interaction between arguments and counterarguments, but
also since they can be cast in the dialectical style of an argument game,
as a dispute between a proponent and opponent of a claim. The proponent
starts with an argument for this claim, after which each player must attack
the other player’s previous argument with a counterargument of sufficient
strength. The initial argument is provable if the proponent has a winning
strategy, i.e., if he can make the opponent run out of moves in whatever
way she attacks. This setup fits well with the just-mentioned multi-agent
applications, which often incorporate their argumentation features in pro-
tocols for dialogue. Accordingly, the way in which in this paper the
connection between defeasible reasoning and disputation will be made, is
by reinterpreting dialectical proof theories as part of the discourse rules, or
‘protocols’ for disputational dialogues. (Such protocol rules are, in terms
of Hintikka (1999), definitory instead of strategic rules: i.e., they define the
allowed disputational moves instead of when such moves are good or bad.)

However, some research problems have to be solved before this connec-
tion can be made. The first is that, while in proof-theoretical disputes all
arguments are constructed from agivenbody of information, in disputes
between real agents this body of information is usually constructed dy-
namically, during the dispute, since the participants can at any time supply
new or withdraw old information. One consequence of this is that the out-
come of a dispute is relative to the stages of the dispute: a certain outcome
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can always be overturned by supplying new information. A second, and
related problem is that while in dialectical proof theories the focus is on
thepossibilityto win a dispute (since this implies provability), in protocols
for ‘real’ disputes the focus is on the result of a given dispute as it has
actually happened. And in such an actual dispute it is, for instance, possible
that possible arguments have not been advanced. Therefore, in disputes,
unlike in proof theories, it does not always make sense to evaluate the
outcome of a dispute with respect to all possible arguments; sometimes
only those arguments that have actually been stated are relevant. A clear
example is provided by several legal procedures in civil cases, where pos-
sible arguments that have not been stated by one of the parties are legally
irrelevant.

These observations lead to such questions as the following:

1. Is a given protocol for disputesound, in the sense that if the proponent
wins a dispute, its initial argument is defeasibly provable on the basis
of what has been said in the dispute?

2. Is a given protocol for disputefair (or complete), in the sense that if
a certain argument becomes defeasibly provable on the basis of what
has been said in the dispute, the proponent (opponent) can win any
continuation of the dispute in which no new information is introduced?

These questions will be studied in this paper for several natural proto-
cols for dispute. One of the main results will be that certain protocols
that are perfectly acceptable in a static setting, have problems when the
information base is built dynamically.

The structure of this paper is as follows. In Section 2 I put the study
of disputes in context by discussing their place in dialogical models of
argumentation. In Section 3 I briefly outline the general ideas behind logics
for defeasible argumentation, and present a formal framework for their
dialectical proof theories. This dialectical framework is then reinterpreted
in the rest of this paper as a protocol for dispute: in Section 4 the general
ideas are explained, and in Sections 5 and 6 some simpler and more com-
plex protocols are investigated on soundness and fairness. Section 7 then
discusses related research, after which Section 8 concludes.

2. ARGUMENTATION AND DIALOGUE: THE PLACE OF DISPUTE

In this section I discuss the place of disputes in dialogical models of
argumentation. In argumentation theory, several types of dialogues are
distinguished, such as information seeking, negotiation, persuasion or crit-
ical discussions, and deliberation or group decision making (Walton 1990;
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Walton and Krabbe 1995). Each type of dialogue is characterised by an
initial situation and a goal. The protocols to be studied in the present paper
are for a subtype of persuasion dialogues. In persuasion, the initial situation
is a conflict of opinion, and the goal is to resolve this conflict by verbal
means. The proponent of a claim aims at making the opponent concede his
claim; the opponent instead aims at making the proponent withdraw his
claim. Logic governs the dialogue in various ways. For instance, if a parti-
cipant is asked to give grounds for a claim, these grounds have to logically
imply the claim (in some models, if this is not the case, then the ‘hidden
premise’ is implicitly made part of the argument). Or if a proponent’s claim
is logically implied by the opponent’s concessions, the opponent is forced
to accept the claim, or else withdraw some of her concessions.

In current argumentation-theoretic models of persuasion (e.g., Ham-
blin 1971; MacKenzie 1990; Walton and Krabbe 1995), the underlying
logic is standard deductive logic. However, in this paper I shall study the
case where the underlying logic is defeasible, resulting from the fact that
the parties can exchange not only arguments but also counterarguments. So
support for a claim may be defeasible (e.g., inductive or analogical) instead
of watertight, and concession of a claim is forced if the arguments for the
claim defeat the arguments against it. I shall call this subtype of persuasion
dialogues ‘disputes’. This notion comes close but is not equal to Walton
and Krabbe’s (1995) notion of dispute, which is a persuasion dialogue that
starts with inconsistent claims by both parties. In their disputes, arguments
must still be deductive, and counterarguments still have no place.

In fact, I shall study only one aspect of disputes, viz., the exchange
of arguments and counterarguments. I shall ignore the speech act aspects
of disputes (such as asserting, challenging, conceding and withdrawing a
claim), assuming that these aspects are regulated by a ‘standard’, Hamblin-
MacKenzie-type protocol. Combining such a protocol with a protocol for
dispute will then yield an overall account of persuasion dialogues (such a
combination is in fact an issue for future research).

The following example illustrates how a dispute can be part of a
persuasion dialogue.

Paul: My car is safer than your car. (persuasion: making a claim)
Olga: Why is your car safer? (persuasion: asking grounds for a claim)
Paul: Since it has an airbag. (persuasion: offering grounds for a claim;
dispute: stating an initial argument)
Olga: It is true that your car has an airbag (persuasion: conceding a claim)
but I disagree that this makes your car safe: the newspapers recently had
several reports on cases where airbags expanded without cause. (dispute:
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stating a counterargument)
Paul: I also read that report (persuasion: conceding a claim) but a recent
scientific study showed that cars with airbags are safer than cars without
airbags, and scientific studies are more reliable than sporadic newspaper
reports. (dispute: rebutting a counterargument, and arguing about strength
of conflicting arguments)
Olga: OK, I admit that your argument is stronger than mine. (persuasion:
conceding a claim) However, your car is still not safer, since its maximum
speed is much higher. (dispute: alternative counterargument)

This shows how disputes can be embedded in persuasion dialogues.
However, as said above, this paper confines itself to protocols for dispute,
leaving their embedding in protocols for persuasion for future research.
Accordingly, in the above example, my focus will be on its following
‘disputational core’:

Paul: My car is safer than the other car since it has an airbag.
Olga: An airbag does not make your car safe: the newspapers recently
had several reports on cases where airbags expanded without cause.
Paul: But a recent scientific study showed that cars with airbags are safer
than cars without airbags, and scientific studies are more reliable than
sporadic newspaper reports.
Olga: Your car is still not safer, since its maximum speed is much higher.

3. BASICS OF LOGICS FOR DEFEASIBLEARGUMENTATION

In this section I introduce the basics of logics for defeasible argumentation
(or ‘argumentation systems’ for short). After a brief sketch of the main
ideas, the larger part will be devoted to a formal framework of dialectical
formulations of argumentation systems. A detailed overview of the field
can be found in Prakken and Vreeswijk (2000).

3.1. Logics for Defeasible Argumentation: The General Idea

Argumentation systems are one way to formalise nonmonotonic reason-
ing, viz., as the construction and comparison of arguments for and against
certain conclusions. The idea is that the construction of arguments is
monotonic, i.e., an argument stays an argument if more premises are added.
Nonmonotonicity, or defeasibility, is explained in terms of the interactions
between conflicting arguments: it arises from the fact that new premises
may give rise to counterarguments that defeat the original argument. Ac-
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cordingly, the input of an argumentation system is a set of arguments and
a relation of strength among arguments, and the output is an assignment
of a status to arguments. Typically this status is defined in terms of three
classes: the ‘winning’ arguments, the ‘losing’ arguments, and the ‘ties’,
i.e., the arguments that are involved in an irresolvable conflict. It is import-
ant to note that, as shown by Dung (1995) and Bondarenko et al. (1997),
argumentation systems can also be seen as a general framework for non-
monotonic logics. Therefore, this paper’s focus on argumentation systems
is not a serious limitation.

Argumentation systems can be stated both in a ‘semantic’ and in a
‘proof-theoretic’ form. The semantics assigns a status to all arguments in
a given set, on the basis of their mutual defeat relations. It does so without
any regard for how this status could be computed. Typically, the semantics
has the form of a fixed-point definition. In their proof-theoretic form, argu-
mentation systems define the notion of a (defeasible) proof that a particular
argument has a certain status. The most common proof-theoretic form is
that of a dispute, as described in the introduction and further explained
below. In this paper I shall focus on such ‘dialectical’ proof theories. How-
ever, my results will also be relevant for argument-based semantics, insofar
as a dialectical proof theory has such a semantics.

First, however, it is useful to say something about the origin and struc-
ture of arguments. In the logical study of defeasible argumentation the
main focus is not on the structure and validity of individual arguments but
on the interaction of conflicting arguments. Accordingly, the idea of an
argumentation system is compatible with almost any view on arguments.
(This is also one of the reasons why other nonmonotonic logics can be
translated into argumentation systems.) The individual arguments could be
required to be deductive, but they could also be allowed to be ‘ampliative’,
such as analogical, inductive or abductive arguments. They could even be
formed by links between unanalysed pieces of text. The latter is especially
relevant for applications in mediation systems, where arguments could, for
instance, have the form of email messages written by humans. See Gordon
et al. (1997) and Gordon and Karaçapilidis (1997) for such a mediation
system. Finally, even if arguments are defined in a formal logic, subtle
distinctions can be made. At first sight, one might think that the ‘input’ set
of arguments of an argumentation system is simply the set of all arguments
that are logically enabled by a given set of premises. However, computer
programs cannot be guaranteed to find arguments in reasonable time, and
sometimes not even in finite time. Therefore, some argumentation systems
leave room for resource bounds on the computation of arguments (see
especially Pollock 1992; Loui 1998). Then the ‘input’ set of arguments
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is a subset of all arguments that are logically enabled by the premises.
For these reasons, I shall in the present paper leave the origin and internal
structure of arguments unspecified.

The same holds for the origin and structure of the relation of strength
among arguments. For some time, researchers in nonmonotonic reasoning
thought that the specificity principle would be a useful general common-
sense principle for comparing arguments. (That is, the more specific the
information on which an argument is based, the stronger it is.) However, it
is now widely acknowledged that many domains have their own standards,
and that often these standards are themselves the subject of debate (as illus-
trated by Paul’s third move in the example of Section 2). Accordingly, most
argumentation systems leave the origin of the strength criteria undefined,
and some systems even make them defeasibly derivable within the system.
Therefore, to capture the various options I shall assume as little as possible
about these criteria.

3.2. A Framework for Dialectical Logics for Defeasible Argumentation

I now describe a framework for dialectical proof theories for defeasible
argumentation, which summarises and abstracts existing proof theories of
e.g., Simari and Loui (1992), Dung (1994), Vreeswijk (1995) and Prakken
and Sartor (1997). This framework will be reinterpreted in the following
section as a framework for protocols of dispute. The advantage of using a
general framework is that the results of the following sections apply to any
proof theory of a certain format. A disadvantage is perhaps that it is harder
for the reader to see how dialectical proof theories work. Therefore, I shall
end this section with an example.

The work in this section is inspired by an earlier framework of this kind
presented by Ronald Loui in his groundbreaking paper (cf. Loui 1998).
However, there are some differences in focus and formalisation, on which
more below in Section 7. The present framework also incorporates some
elements of Jakobovits and Vermeir (1999).

I shall first informally discuss the elements of the framework, and then
define it formally.

3.2.1. Informal ideas
As already explained in the introduction, the idea of a dialectical proof
theory is that a proof of a proposition has the form of an argument game
between a proponent and opponent of the proposition. The proponent starts
with an argument for it, after which each player must attack the other
player’s previous argument with a counterargument of sufficient strength.
The initial argument and thereby its conclusion is provable if the proponent
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has a winning strategy, i.e., if he can make the opponent run out of moves
in whatever way she attacks.

Accordingly, dialectical proof theories for defeasible argumentation
have the following elements.

− Players, viz., a proponent and an opponent of an initial argument.
Other possible players, such as referees, chairs, judges or mediators,
belong not to disputes but to different types of protocols.

− A set Args of well-formed, or validarguments, according to some
monotonic (but not necessarily standard) notion of logical con-
sequence. For reasons stated above, the structure and origin of this
set are irrelevant for present purposes.

− A relation of relativestrength of arguments. An argument’s strength
is one of the grounds on which legality of a move is determined. I
shall leave unspecified how this is done.

− Well-formed moves. A move has a player, i.e., the one who moves, a
main content, which is an argument, and an indication of the move
to which it replies. The set of well-formed moves is completely
determined by the setArgs.

− A function PlayerToMove, which for each stage of a dialogue de-
termines which player is to move next. The proponent is always the
first player to move. In all current dialectical proof theories, the play-
ers take turns after each move. However, for disputes protocols are
conceivable where this is otherwise.

− A legal-move function. Well-formed moves are not always legal. The
functionLegalspecifies for each stage of a dialogue which moves are
legal at that stage. The legality of a move is completely determined
by the dialogue thus far. In all dialectical proof theories a necessary
condition for legality of moves is that they reply to the preceding
move. The definition of legality must be completed by particular
proof theories. Above all, they must state the required strength of
counterarguments, and regulate when repetition of moves is allowed.

− A notion of adialogue, being a series of legal moves made by the
player to move.

− A winning criterion, being that a dialogue is won by a player iff the
other player cannot move.

− A provability criterion, being that an argument is provably tenable
iff the proponent has a winning strategy in a dialogue that begins
with moving this argument. In other words, an argument is provably
tenable iff the proponent can make the opponent run out of moves
against every way of attack.
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3.2.2. The formal framework
I now formalise the informal description of the previous subsection. I start
with the notion of a dialectical framework, which is a given ordered body
of information plus a dialectical proof theory that is to be applied to it.

DEFINITION 3.1. [Dialectical frameworks.] Adialectical frameworkis
a triple(Args,�, T ), where

− Args is a set of arguments.
− �⊆ Args×Argsis a relation of strength among arguments.1 A � B
means thatB is not weaker thanA. A ≺ B =df A � B andB 6� A.
− T is a dialectical proof theory for(Args,�).

DEFINITION 3.2. [Dialectical proof theories.] Adialectical proof the-
ory for a pair(Args,�) is a tuple (Players, Moves, PlayerToMove, Legal,
Dialogues, Winner), where:

– Players= {P,O}. Player= O if Player= P , andP iff Player=O.
– Movesis the set of all well-formed moves. As for notation and termin-

ology, all moves are initial moves or replying moves. Aninitial move
is of the formM1 = (Player, Arg), and areplying moveis of the form
Mi = (Player, Arg, Move) (i > 1). The first element of a moveMi is
denoted byPlayer(Mi), its second element byArg(Mi), and its third
element byMove(Mi). If Move(Mi) = Mj , we say thatMi is a reply
to, or replies toMj .
Now the setMovesis recursively defined as the smallest set satisfying
the following conditions:

• If Arg∈ ArgsandPlayer∈ Players, then (Player, Arg) ∈ Moves.
• If Player ∈ Players, Arg ∈ Args and Mi ∈ Moves, then
(Player, Arg,Mi) ∈ Moves.

– PlayerToMoveis a function that determines the player to move at each
stage of a dialogue. LetPow∗(Moves) be the set of all finite sequences
of subsets ofMoves. Then

PlayerToMove: Pow∗(Moves) −→ Players

such thatPlayerToMove(D) = P iff D is of even length, and
PlayerToMove(D) = O iff D is of odd length.

– Legal is a function that at each point in a dialogue defines the moves
that can be made at that point:

Legal: Pow∗(Moves) −→ Pow(Moves)

such that
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1. Mi ∈ Legal(∅) iff Mi is an initial move;
2. If Mi ∈ Legal(M1, . . . ,Mi−1), (i > 1), thenMi replies toMi−1.

– Dialoguesis the set of all sequences of movesM1, . . . ,Mn of moves
such that for alli:

1. Player(Mi) = PlayerToMove(M1, . . . ,Mi−1),
2. Mi ∈ Legal(M1,. . . ,Mi−1).

A member ofdialogueswill be called a dialogue based onF , or aT -
dialogue based onArgsor, whenT is clear from the context, simply
‘based onArgs’.

Winner is a (partial) function that determines the winner of a dialogue, if
any:

Winner: Dialogues−→ Players

such that playerp wins a dialogueD iff PlayerToMove(D) = p and
Legal(D) = ∅.
This completes the definition of a dialectical proof theory. Note that the
only elements that are not completely defined areArgs, � andLegal. So,
dialectical proof theories can differ only on these three points.

I now turn to the notion of defeasible provability, which is the same
for all dialectical proof theories. It is defined in terms of the notion of a
strategy. A strategy for a player has the form of a tree of dialogues that for
each possible move of the other player specifies a unique reply.

DEFINITION 3.3. [Strategies.] Astrategyfor playerp in a dialectical
frameworkF is a tree of dialogues based onF only branching afterp’s
moves, and containing all legal replies ofp.

It is easy to see that a winning strategy for the proponent is a strategy in
which all branches end with a move by the proponent.

Defeasible provability is now defined as follows. Note first that the idea
behind theWinnerfunction is that if, say,P ’s last argument in a dialogue
remains unchallenged, it also ‘reinstates’ all other ofP ’s arguments in the
dialogue, in particular the initial argument. Reversely, ifO’s last argument
is unchallenged, it not only discreditsP ’s last argument, but indirectly
also all other ofP ’s arguments, in particular the initial argument. NowP ’s
initial argument is shown to be acceptable if in any line of attack byO, P
can eventually have the last word.

DEFINITION 3.4. [Provability.] An argumentA is defeasibly provablein
a dialectical frameworkF iff the proponent has a winning strategy inF
with as root the move(P,A).
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3.3. An Illustration

To illustrate how this framework can capture dialectical proof theories, I
now discuss one example, viz., Dung’s (1994) dialectical proof theory for
his own grounded sceptical semantics, in the (equivalent) reformulation of
Prakken and Sartor (1997).

As noted above, specific dialectical proof theories are determined by a
specific definition of the setArgs, the strength relation� and the function
Legal. Now,Argsis, as above, a set of elements with unspecified structure,
while� is a binary relation of “attack” onArgsof which no properties are
assumed. And for each dialogueD = M1, . . . ,Mi−1 a moveMi is legal iff
in addition to the legality conditions of Definition 3.2 it holds that

– If Player(Mi) = P , thenArg(Mi) attacksArg(Mi−1) while
Arg(Mi−1) does not attackArg(Mi); and

– If Player(Mi) = O, thenArg(Mi) attacksArg(Mi−1).

Thus the burden of proof is put on the proponent: his arguments must
be stronger than the opponent’s counterarguments, while opponent’s ar-
guments only have to cast doubt on proponent’s arguments.

Prakken and Sartor (1997) add an extra condition on legality ofP ’s
moves, viz., thatP may not repeat one of his earlier arguments. This
condition does not change provability of any argument (sinceO will have
a reply the second time iff she had a reply the first time), but it avoids
infinite dialogues ifArgsis finite, which is especially convenient for actual
disputes.

As shown by Dung (1994), this proof theory is sound in general,
and complete for the case that each argument is attacked by at most a
finite number of arguments. Prakken and Sartor (1997) generalise this
result for dialogues with reasoning about the strength of arguments. Note
that completeness here does not imply semi-decidability: if the logic for
constructing individual arguments is not decidable, then the search for
counterarguments is in general not even semi-decidable, since this search
is essentially a consistency check.

To give an example, consider the two trees of dialogues in Figure 1.
The tree on the left is based on a dialectical frameworkF1 with Args
= {A,B,C,D,E,F,G} and� as shown by the arrows. HereP has a
winning strategy, since in all dialoguesO eventually runs out of moves; so
argumentA is provable inF1. The tree on the right is based on an extension
of F1 into F2 by addingH , I andJ to Argsand adding new relations to�
corresponding to the new arrows (the extension is shown inside the dotted
box). HereP does not have a winning strategy, since one dialogue ends
with a move byO; soA is not provable inF2.
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Figure 1. Two trees of proof-theoretical dialogues.

For a (partial) natural-language version of the example, recall the dis-
pute between Paul and Olga from Section 2. Assume that the defeat
relations between the various arguments are as shown in the figure by the
arrows, and note that the formalisation of the individual arguments depends
on the monotonic logic that underlies the argumentation system. Now let
A be Paul’s first argument that his car is safer because it has an airbag.B

is then Olga’s first counterargument based on the newspaper report with
exploding airbags, andD is Paul’s attack on Olga’s argument based on a
scientific study; note thatD includes the reason why Paul thinks thatD
defeatsB. ArgumentC is Olga’s second attack on Paul’s first argument,
saying that his car is not safer since it has a higher speed limit. ThenE

could be a reply by Paul that a higher speed limit does not yet make a car
unsafer, since drivers of fast cars can still drive slowly.

4. PROTOCOLS FOR DISPUTE: GENERAL SETUP

The previous section abstracted the state-of-the art in dialectical proof
theory, resulting in a formal framework for such theories. This section
starts the discussion of the main topic of this paper, by reinterpreting this
framework as the basis for protocols for dispute. The general notions of a
dispute and of protocols for dispute will be defined, as well as some types
of dispute.

As said in the introduction, there are two important differences between
dialectical proof theories and protocols for dispute: a focus on possible vs.
on actually evolved dialogues, and a fixed vs. dynamic information base.

As for the first difference, in proof theories our focus was only on the
existence of winning strategies, i.e., on thepossibility to win a dialogue.
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The actual construction of a dialectical proof (which would have the form
of a treeof dialogues as defined in Definition 3.3) was outside our scope.
In protocols for dispute, however, the focus is on evaluating disputes as
they are actually evolving, so now we must also focus on how such a
tree of dialogues can be constructed during a dispute. This adds a level of
complexity to protocols of disputes: the legal-move function now not only
specifies how to build one dialogue, but also how to build a tree of dia-
logues. (Actually, this must also be added to dialectical theorem provers,
i.e., to methods for actually finding dialectical proofs).

Now protocols for dispute can vary in several ways (cf. Loui 1998;
Vreeswijk 2000). For instance,

– Players can reply just once to the other player’s moves, or may try
alternative replies (unique vs. multi-response disputes).

– Players can make just one or may make several moves per turn
(unique- vs. multi-move disputes).

As observed by both Loui and Vreeswijk, which protocol is best will de-
pend on the circumstances. For instance, when a quick decision has to
be reached, a unique-response dispute may be appropriate, since it forces
the players to play their strongest arguments without wasting time on less
promising choices. But when the quality of the outcome is more important
than the time spent on it, multi-response protocols will be better.

In this paper I shall confine myself to unique-move disputes, which
may be unique- or multi-response. Extending the analysis to multi-move
disputes is left for future research.

The second important difference between proof-theoretical dialogues
and disputes was that in the latter there is no fixed basis for discussion,
since during a dispute the parties can claim new information. (I shall as-
sume that information can only be added, not withdrawn; I leave protocols
in which arguments can be withdrawn for future research.) How can we
cope with this dynamic aspect of disputes? Perhaps surprisingly, I shall
still assume that they are based on a fixed setArgsof arguments. However,
I shall give this set a different intended use.Args now does not stand
for the arguments enabled by certain information, but for all arguments
that could possibly be stated in a certain language. The idea is that these
arguments are only relevant for the outcome if they are enabled by what
has actually been said in the dispute.

We can now define the notion of a protocol for (unique-move) dispute.
The first thing to note is that a protocol for dispute is parametrised by a
dialectical frameworkF , i.e., by a given ordered set of arguments and a
dialectical proof theory. The framework for disputational protocols inher-
its all the notions of that for dialectical proof theories, except the notion
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of Dialogues, which is replaced by the notion ofDisputes(allowing for
trees of dialogues). Furthermore, one new notion is added, viz.InitialArgs,
which captures the information on which the players have agreed or to
which they are bound from the start of the discussion. From the retained
notions,Players, MovesandPlayerToMoveare the same as inF , butLegal
is different, since it must now capture the various options for building a
tree of dialogues; however, theLegal function still incorporates its coun-
terpart inF for individual F -dialogues. Finally, the notion of aWinner
is also defined differently, to account for both the dynamic and the ‘ac-
tual’ nature of disputes. However, the definition of this notion requires a
separate discussion in the following section.

Below I shall, to avoid confusion, add a subscriptR to the no-
tions retained from dialectical proof theories, and add a subscriptT to
their proof-theoretical counterparts. I also use the following notation for
identifying dialogues in a dispute.

NOTATION 4.1. For any sequence of movesD = M1, . . . ,Mn (where
M1 is an initial move)Lj is the dialogue (according to Definition 3.2)M1,
. . . ,Mj contained inD.

DEFINITION 4.2. [Protocols for unique-move dispute.] Aprotocol for
unique-move2 disputeR is a tuple (F , InitialArgs, PlayersR , MovesR ,
PlayerToMoveR , LegalR , Disputes, WinnerR), where:

– F = (Args,�, T ) is a dialectical framework;
– InitialArgs is a, possibly empty, subset ofArgs;
– MovesR = MovesT ;
– PlayersR = PlayersT ;
– PlayerToMoveR = PlayerToMoveT ;
– LegalR : Pow∗(MovesR) −→ Pow(MovesR)

such that for all sequences of movesD = M1, . . . ,Mi :

1. Mi ∈ LegalR(∅) iff Mi is an initial move;
2. If Mi+1 ∈ LegalR(D), thenMove(Mi+1) ∈ D and

Player(Move(Mi+1)) = Player(Mi+1);
3. a) IfMi+1 ∈ LegalT (Li), thenMi+1 ∈ LegalR(D);

b) If Mi+1 ∈ LegalR(D) andMove(Mi+1) = Mk, thenMi+1 ∈
LegalT (Lk).

4. If Mi+1 andMj (j < i) are both replies toMk, Mj ∈ D and
Mi+1 ∈ LegalR(M1, . . . ,Mi), thenArg(Mi+1) 6= Arg(Mj ).

– Disputesis the set of all finite sequences of movesM1, . . . ,Mn such
that for all i:
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1. PlayerR(Mi) = PlayerToMoveR(M1, . . . ,Mi−1);
2. Mi ∈ LegalR(M1, . . . ,Mi−1).

A member ofDisputesis called a disputebased onR, or anR-dispute.
For any disputeDi, anyLj (j ≤ i) is called adispute lineof Di.

– WinnerR : Disputes−→ PlayersR is a (possibly partial) function that
determines the winner of a dispute at each stage.

Let us look in more detail at the functionLegalR . The first two conditions
are taken fromLegalT , and say that a dispute starts with an initial move,
and that if a move replies to another move, the replied-to move is indeed
part of the dispute so far, and was moved by the other player. Condition 3 is
the crucial condition; it incorporates the proof rules of the dialectical proof
theoryT associated with the protocol: clause 3a says that aT -legal reply
to the last move in a dispute is always legal according toR, and clause 3b
says that allR-legal moves must, as a reply, be legal according toT . The
final condition onLegalR forbids two subsequent replies to the same move
to have the same content.

It is important to note that winning a dispute is independent of its ter-
mination, since termination is assumed to be regulated outside the protocol
for dispute, by a protocol for, for instance, negotiation or deliberation.
Accordingly, winning is determined relative to what has been said in a
dispute up to a certain point: even if a player is winning at some point,
the other player might be able to reverse the outcome by introducing new
information, if the surrounding protocol allows her to do so.

To conclude this section, I give a more precise definition of two natural
types of dispute by formulating further conditions on the functionLegal.

DEFINITION 4.3. [Unique-response and backtracking disputes.]

1. A dispute isunique-responseiff: if Mi ∈ Legal(D), thenD contains
no reply toMove(Mi).

2. A dispute isbacktrackingiff: if Mi ∈ Legal(D), thenMove(Mi) is an
ancestor ofMi , i.e., thenMove(Mi) is part of the dispute lineM1, . . . ,
Mi of D.

In unique-response disputes, each player may reply just once to each move
of the other player. Thus no tree of dialogues is created but just one dia-
logue. An obvious rationale for this is the existence of time limitations.
However, mistakes can be fatal, in the sense that a player with a winning
strategy can still lose the game if he does not follow this strategy. By con-
trast, backtracking disputes allow for corrections of a mistake, although
in a limited way: they only allow to backtrack higher up in the ‘current’
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dispute line (i.e., in the line ending with the last move by the other player);
they do not allow ‘jumps’ from the current branch in the dispute tree to
an earlier branch. A rationale for this restriction is that too much freedom
might cause a less focussed and so more confusing debate with perhaps
less quality.

5. SOUNDNESS AND FAIRNESS: GENERAL OBSERVATIONS

We now come to the main purpose of this paper, defining logically ac-
ceptable protocols for (unique-move) dispute. Note that the just-discussed
protocol types are not yet complete protocols for dispute, since their legal-
move functions are only partially specified, and their winning functions
are not defined at all. To obtain particular protocols, these notions must
be completely defined. The main problem is, given a certain definition of
LegalR , how to define a sound and fair notion of winning. First I make
some general observations on this problem.

5.1. Which Arguments are Relevant

The first question is: when determining the winner of a dispute, which
arguments should be taken into account? Can we simply use the winning
criterion for dialectical proof theories, being that a player wins iff the other
player cannot move based onArgs? No, this is clearly inadequate, because
of the different uses of the setArgs in proof theories and in disputes. In
dialectical proof theories the idea is that this set is given by a fixed body
of known information, the ‘premises’, and for proof-theoretic winning it
should obviously be required that the premises enable no reply. However,
in disputesArgs is given by everything that could possibly be introduced
during a dispute, i.e., by the set of all well-formed formulas of the under-
lying language. With such a content ofArgs, it is clearly much too strong
to require for winning that no reply based onArgsis possible. The winning
criterion should restrict itself to arguments on the basis of what has actually
been said at a certain stage of the dispute.

Our first task, then, is to identify ‘what has been said’ in a dispute. At
first sight, this would simply seem to be the set of all arguments advanced
in the dispute. As for notation:

NOTATION 5.1. For any disputeD, Args(D) denotes the set of all
arguments moved inD.

However, things are not that simple. As explained above in Section 3.1,
the setArgs of a dialectical framework will often be closed under rules
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of inference (perhaps limited by resource bounds). However, even if this
is so, a setArgs(D) for a disputeD is not always closed under the same
rules, since the players will rarely state all arguments that are enabled by
their statements in the dispute.

Must, when determining the winner, these ‘implicit arguments’ also be
taken into account? I think that this cannot be answered in general but de-
pends on the application. Therefore, I shall define a closure functionCl on
sets of arguments, but assume only very weak properties, to allow for the
whole spectrum between ‘only the actually moved arguments count’ via
‘only those arguments count that can be computed within certain resource
bounds given the joint premises ofArgs(D)’, to ‘all arguments count that
are logically possible given the joint premises ofArgs(D)’.

DEFINITION 5.2. [Closure of a set of arguments.] For any setT of
arguments theclosure functionCl(T ) returns a set of arguments such
that:

– T ⊆ Cl(T ); and
– If T ′ ⊇ T , thenCl(T ′) ⊇ Cl(T ) (monotonicity).
– If D is a dispute based onArgsandT = Args(D), thenCl(T ) ⊆ Args.

A protocol for dispute in whichCl(Args(D)) = Args(D) for all D is
called aprotocol for dispute without computation, otherwise it is for dis-
putewith computation. Moreover, a protocol with computation iswith full
computationiff for all D, Cl(Cl(Args(D))) = Cl(Args(D)).

Other properties ofCl could be stated: for instance, if arguments have sub-
arguments, closure under subarguments could be imposed. However, for
present purposes this is irrelevant. Note that we cannot in general require
thatCl(Cl(T )) = Cl(T ), since we must allow for partial computation.

Now we are ready to define ‘what has been said’ in a dispute. In doing
so, we must also determine the role of the initial basis for discussion,
captured by the setInitialArgs. Many disputes start with partial agreement
on the basis for dispute. For instance, a scientific dispute could assume for
granted certain parts of a scientific theory, or a legal dispute could be bound
by certain relevant legislation or ‘generally known facts’. The arguments
enabled by such an initial basis must also be included in ‘what has been
said’. Therefore, the definition of the information base of a dispute is as
follows.

DEFINITION 5.3. [Information base of a dispute.] The information base
of a disputeD, Info(D), is defined asCl(Args(D) ∪ InitialArgs).
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I can now give a precise definition of the notions of soundness and fairness
of a protocol. In fact, for fairness a caveat must be made. Since only finite
disputes can be won, we cannot take provable arguments into account for
which all of P ’s winning strategies in the relevant proof theory have an
infinite number of branches. Therefore, I restrict the notion of fairness to
finitely provable arguments.

DEFINITION 5.4. An argumentA is finitely provablein a dialectical
frameworkF iff it is defeasibly provable inF andP ’s winning strategy
has a finite number of dialogues.

DEFINITION 5.5. [Soundness and fairness.] For any protocolR for
dispute with dialectical framework(Args, T ) it holds that

1. R is soundiff for any R-disputeD, if D is won byP , thenArg(M1)

of D is defeasibly provable in(Info(D), T ).
2. R is fair iff for any R-disputeDi such thatArg(M1) is finitely

provable in(Info(Di), T ) but not in(Info(Di−1), T ), P can win any
continuation ofDi that is based onInfo(Di).

Note that fairness does not require thatP can win atall stages where
his main argument is provable, but only thatP can win at thefirst stage
where this happens. Note also that fairness does not require that if the main
argument becomes provable at a certain stage,P is already winning at that
stage. To illustrate this, consider the following example.

EXAMPLE 5.6. Assume a protocol incorporating Dung’s (1994) scep-
tical proof theory (see Section 3.3), and with as winning criterion that a
player wins at a certain stage if the other player cannot move with an argu-
ment from the information base at that stage. Assume next thatInitialArgs
= {A,B,C}, that as long as no new information is introduced, these are
all the arguments that can be moved, and thatA ≺ B, B ≺ C andA ≺ C.
Now if P movesA at M1, thenA is provable inInfo(M1) but P is not
winning afterM1, sinceO can reply withB. All that fairness requires is
that afterM1 P has a winning strategy provided thatO does not introduce
new information. Here this is the case, sinceP can reply toB with C, after
whichO has no moves based onInfo(M1).

5.2. How Should the Relevant Arguments be Taken into Account?

5.2.1. Trivial vs. nontrivial winning criteria
Now that we know which arguments must be taken into account, how can a
logically acceptable notion of winning be defined, i.e. a winning condition
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that makes a protocol sound and fair? The most trivial solution is to say
that the proponent (opponent) has won a disputeD iff its initial argument
is (is not) defeasibly provable inInfo(D). This criterion is actually used
by Gordon (1995), Loui (1998), Lodder (1999) and Brewka (1999). Thus
soundness and fairness of the protocol are made to hold by definition.
However, there are reasons not to use this approach.

The first reason is computational, viz., that this definition of winning
requires double work: first the dispute develops according to the dialogue
rules of some proof theory (since these rules are incorporated in the pro-
tocol), and then the proof theory must be used again from scratch to
compute the defeasible status of the initial argument, with a new proof-
theoretic dialogue. It is more efficient to exploit the incorporation of a
proof theory in protocols for dispute, by replacing the extra computation
at each stage with inspection of the dispute as it has actually evolved.

A second reason is of a pragmatic nature, and especially applies to
tutoring and mediation applications of dispute systems. In general, such
systems might be more easily accepted by humans if they are based on
natural and simple concepts. Now the problem with the ‘trivial’ winning
condition is that it is of a technical-logical nature, and not very transparent
for the human users of tutoring or mediation systems (likewise, Gordon
and Karaçapilidis 1997).

Another reason is more philosophical. If in identifying the winner the
structure of the actually evolved dispute is ignored and only its information
base is used, why should a dispute still incorporate the legality conditions
of the dialectical proof theory? Why not instead allow the players to ‘shout’
anything at each other? Although in some contexts this might indeed be a
sensible protocol, in many other contexts it surely is not. The underlying
idea of protocols for dispute is the idea of procedural rationality, viz., the
idea that regulating disputes is a way to increase their rationality and effi-
ciency. Now the purpose of the present research is to investigate to what
extent certain protocol rules, viz., the rules taken from a dialectical proof
theory, contribute to this aim. It is with this purpose in mind that below I
define some protocols with ‘non-trivial’ winning criteria, and investigate
their soundness and fairness.

From this a further pragmatical reason can be derived. If the protocol
leaves the strength of an argument completely unregulated, the players are
not required to think about why their arguments are better than those of
the other player. As a result, many disputes will have a ‘flat’ structure, in
which it remains unclear why arguments should defeat each other. If, on
the other hand, protocol rules are used which require arguments to have a
certain strength, then the players are forced to think about the strength of
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arguments, which may enhance the quality of the discussion. (Recall that
several argumentation systems, e.g., Prakken and Sartor (1997), allow for
arguments about the strength of other arguments).

Summarising, there are good reasons to investigate ‘non-trivial’ win-
ning criteria for disputes. I do not claim that such criteria are better in all
applications, but they certainly deserve to be investigated.

5.2.2. A nontrivial winning criterion
Now if we want to exploit the structure of an actually evolved dispute,
then an obvious candidate winning criterion is that a player wins a dispute
D iff s/he made the last move, and the other player cannot move on the
basis ofInfo(D). Such a definition is very natural and is therefore, if sound
and fair, very suitable for tutoring or mediation systems. Unfortunately,
however, for several natural types of dispute, in particular for unique-move
and backtracking disputes, this winning criterion is neither sound nor fair.
I shall show this with some examples. In all of them it is crucial that the
information base is constructed dynamically; if it were given from the start,
the problems would not arise.

EXAMPLE 5.7. Consider the following unique-move dispute: (As for
notation, moves are shown asPlayer: Argument. Each move is assumed
to reply to its predecessor, and the information base after each move is
shown between brackets).

P1 : A {A} O1 : B {A,B}
P2 : C {A,B,C,D}

Note thatCl({A,B,C}) = {A,B,C,D}. Assume now thatD is a valid
alternative reply toP1, thatCl({A,B,C,D}) = {A,B,C,D} and thatP
has no reply toD on the basis of{A,B,C,D}. ThenA is not defeasibly
provable inInfo(P1,O1, P2). However, in a unique-response dispute it is
too late forO to move this reply, so our winning criterion makesP the
winner, and makes such a protocol unsound.

This example illustrates the difference between (dynamic) disputes and
(static) proof-theoretical dialogues: in the latter the newly enabled argu-
mentD is available from the start, so thatO can move it as soon as
possible, viz., immediately afterP1.

Note also that backtracking protocols do not avoid the problem: it is
easy to construct examples in which the newly enabled argument is a reply
to a move in an earlier line of the dispute (cf. Example 5.9 below).

The following example illustrates how an argument can be included in
the information base without being explicitly moved.
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EXAMPLE 5.8. Consider an argumentation system in the style of e.g.,
Pollock (1992) and Simari and Loui (1992), in which first-order formulas
can be combined with a metalinguistic connective⇒, expressing ‘is a
defeasible reason for’, and in which arguments can be formed according
to first-order logic or by chaining defeasible reasons. Then assume that the
protocol for dispute is for full computation and incorporates Dung’s (1994)
proof theory for grounded (sceptical) semantics (cf. Section 3.3) and as-
sume that all arguments below satisfy the strength requirements of this
proof theory.

The example concerns a diagnostic problem, where the observations
are supplied dynamically, but where the causal and evidential rules are
agreed upon from the start (the pragmatic role of a rule is expressed with
subscriptsc ande). Accordingly, the setInitialArgs contains all rules stated
in the example. Assume, finally, that alternative causal explanations of
the same finding are made incompatible by the appropriate formulas in
InitialArgs.

P1 : a, a ⇒e b, sob, b⇒c c, soc O1 : a, a ⇒e b, sob,
b⇒c d, sod

P2 : e, e⇒c ¬d, so¬d
Assume now thatInitialArgs also contains the evidential rulee ⇒e ¬b.
Then the information base of this dispute enables a new reply forO against
P1, viz.,

O ′1: e, e⇒e ¬b, so¬b.
However, again a unique-move protocol does not allow this move.

Similar problems arise with fairness, as illustrated by the following
example, with the same underlying logic. Actually, this example illustrates
the problems for backtracking protocols and, moreover, it shows that even
for disputes without computation the problems can arise.

EXAMPLE 5.9. Consider the following backtracking dispute (the move
to which a move replies is now indicated between parentheses):

P1 : ⇒ a, soa. O1(P1) : b, b⇒ ¬a, so¬a
P2(O1) : c, c⇒ ¬b, so¬b. O2(P2) : d, d ⇒ ¬c, so¬c
P3(O1) : d, d ⇒ ¬b, so¬b. O3(P3) : e, e⇒ ¬d, so¬d

The information base of this dispute makesP1’s argument defeasibly prov-
able, since on this basis,P could have moved atP3 with O3’s argument.
However, backtracking protocols do not allowP to jump back atP4 to the
dispute lineP1, . . . ,O2, soP cannot win this dispute without introducing
new information.
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Summarising, problems with soundness and fairness arise if newly enabled
arguments can be moved as alternative replies to earlier moves, but if the
protocol does not allow this move. These problems arise because of the
dynamic nature of disputes, in which new information can be supplied at
any time.

To solve these problems, in principle two ways are open. The first is
to define a stricter winning criterion for unique-move and backtracking
disputes, and the second is to define a more liberal kind of dispute in
which a newly enabled relevant reply to an earlier move is always legal. I
shall follow only the second way, since the first seems less attractive. The
problem is not so much with soundness as with fairness. Fairness is not
about the past of a dispute but about its future, so if a protocol disallows
moving a newly enabled reply to an earlier move, it is inevitably unfair.
Therefore, it seems that in unique-response and backtracking disputes the
only winning criterion that ensures fairness is the trivial winning condition
of Section 5.2.1.

6. A SOUND AND FAIR PROTOCOL: LIBERAL DISPUTES

6.1. Defining the Protocol

I shall now define a protocol for which the nontrivial winning criterion
from Section 5.2.2 is both sound and fair. We have just seen that a prob-
lem of unique-response and backtracking protocols is that they sometimes
disallow relevant moves. Accordingly, one way to solve the problem is to
give a natural definition of when a move is relevant: then we can simply
require that every move must be relevant. So, postponing the definition of
relevance for a moment, the new protocol is defined as follows.

DEFINITION 6.1. [Liberal disputes] A protocol is forliberal disputeiff
for any disputeD and moveM it holds thatM ∈ LegalR(D) iff

1. M satisfies the legality conditions of Definition 4.2; and
2. M is relevant inD.

Liberal disputes in a sense generalise backtracking disputes: both types
of dispute jointly build a tree of dispute lines, but in liberal disputes the
players can freely jump from the current to earlier branches of the tree,
at least if the jump is relevant. As remarked above, this might induce less
focussed disputes and therefore decrease their quality. However, this is the
price to be paid for fairness.
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Figure 2. Relevance of moves.

Now, anticipating a suitable definition of relevance, we can define win-
ning a liberal disputeD simply as the situation where the other player
cannot move on the basis ofInfo(D).

DEFINITION 6.2. [Winning liberal disputes.] IfD is a liberal dispute,
thenWinner(D) = p iff:

1. PlayerToMove(D) = p; and
2. For anyM ∈ LegalR(D), Arg(M) 6∈ Info(D).

The main job left to be done is defining when a move is relevant. I first
illustrate this notion with an example.

EXAMPLE 6.3. Figure 2 displays the disputeD = P1,O1, P2,O2, P3,
O3, P4 in tree form. Suppose thatInfo(D) enables a moveO4 againstP3.
IsO4 relevant for the outcome of the dispute? No, it is not, since, although
the dispute lineP1, . . . , P3 ends with a move byP , P has backtracked
from this line and is now pursuing the alternative lineP1,O1, P4.

How can this notion of relevance be defined? In fact, this can be done quite
elegantly with a labelling function for dialectical trees that was earlier used
by Gordon and Karaçapilidis (1997) and Garcia et al. (1998) (although
they use it for different purposes, as explained below in Section 7). I shall
use it for defining the ‘disputational status’ of all moves in a disputeD.
This is the status that can be assigned to a move given only the moves
contained inD, so disregarding the moves enabled byInfo(D) but not
moved inD. The idea is very simple. In terms of a tree of moves: a node
is in iff all its children are out.
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Figure 3. Disputational status of moves.

DEFINITION 6.4. [Disputational status of dispute moves] A moveM of
a disputeD is in in D iff all moves inD that reply to it are out inD.
OtherwiseM is out in D.

A move is then relevant iff it changes the status of the initial move of the
dispute.

DEFINITION 6.5. [Relevance.] A move isrelevantin a disputeD iff it
changes the disputational status ofD’s initial move. For any relevant move
M, Move(M) is called arelevant targetfor Player(M).

To illustrate these definitions with the dispute of Example 6.3, consider
Figure 3. The dispute tree on the left is the situation afterP4. The tree
in the middle shows the labelling whenO has continued afterP4 with
O4, replying toP3: this move does not affect the status ofP1, soO4 is
irrelevant. Finally, the tree on the right shows the situation whereO has
instead continued afterP4 with O ′4, replying toP4: then the status ofP1

has changed, soO ′4 is relevant.

6.2. Soundness of Protocols for Liberal Dispute

I now prove that protocols for liberal dispute are sound. The idea is that if a
disputeD is won byP , the tree of dialogues contained inD can be pruned
to a winning strategy forP in a proof-theoretical dialogue on the basis of
Info(D). This is possible sinceP ’s last move has made the first move in,
so that all its replies inD are out. But then all these replies have one reply
by P in D that is in, and so on. Eventually, this ends with a move byP .
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To prove this, first a lemma is needed about the effects ofP ’s andO’s
moves on the disputational status of the main claim.

LEMMA 6.6. For any disputeD = M1, . . . ,Mn,

1. If Mn+1 ∈ LegalR(D), thenMove(Mn+1) is in inD.
2. M1 is in inD iff PlayerToMove(D) = O.

Proof. Proof of (1): obvious. Proof of (2): Trivially,P ’s first move
makes itself in, andO’s first move makes it out. Then assume thatMi ,
moved byO, makesM1 out. Then clearly, any moveMi+1 is only legal if
it makesM1 in. Reversely whenMi is moved byP , so the lemma has been
proven by induction. �

THEOREM 6.7. Any protocol for liberal dispute is sound.
Proof.It must be shown that if the condition holds, thenP has a winning

strategy in a proof-theoretical dialogue ofT that starts with his first move
in D. The proof exploits the definition of disputational status. The idea is
thatP has a strategy such that all legal replies byO are moves that are out
in D, after whichP can reply with a move that is in inD. Eventually,P
will thus reply with a move that has no children inD, so that he has made
O run out of replies.

This can be written more formally as follows. LetM1 be the initial move
ofD and consider any proof-theoretical dialogueLD based onInfo(D) that
starts withM1. It will be shown by induction that ifP plays moves that are
in D whenever possible, any such dialogue ends with a move byP , which
proves thatP has a winning strategy.

As for the base case, sinceP has made the last move inD, by
Lemma 6.6M1 is in inD. Then all its children inD are out inD. By Defin-
ition 4.2 (3b) it holds that among them are all movesM2 ∈ LegalT (M1).
Moreover, any suchM2 has a childM3 ∈ D (moved byP ) that is in in
D. By Definition 4.2 (3b) it holds thatM3 ∈ LegalT (M1,M2). This proves
that in anyLD, for any reply byO toM1, P can reply with a move that is
in D.

In the induction step it can be assumed for anyMi moved byO that
Move(Mi) is in in D. Then the above line of reasoning can be repeated.
Now sinceD is finite and all moves inLD have to reply to each other, this
repetition will eventually lead to a move byP that has no children inD.
Then, since by Definition 4.2 (3a) anyT -legal reply to such a move is an
R-legal move,O has noT -legal reply to it inLD on the basis ofInfo(D).
�
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6.3. Fairness of Protocols for Liberal Dispute

For fairness, it must be shown that if at a certain stage an argument be-
comes (finitely) defeasibly provable on the basis of what has been said in
a dispute, thenP can win any continuation of the dispute from that stage.
In fact, I shall prove the stronger result thatP can win atanystage where
his initial argument is provable. This is possible since a liberal protocol
always allows a player to recover from a mistake.

The idea of the proof of fairness is as follows. Note that if an argument
is (finitely) defeasibly provable, thenP has a (finite) winning strategyS
for M1 in (Info(D), T ). Now the idea is to show that at any point in the
continuation ofD, P can make a move fromS (possibly by retreating
from a line ofD that is not inS). Then, althoughO might then continue
with a reply not to anS-move but to a relevant target forO not in S, if
P continues movingS-moves,O will at some point have exhausted all its
legal non-S-moves, since all theP -moves ofD not in S have been made
out and have thus ceased to be relevant targets forO. But thenO must
after this point always reply with anS-move, and thenP can continue the
dispute according toS.

Of course, for this to work, it must be shown thatP does not exhaust
his S-moves beforeO exhausts her non-S-moves. This will be shown as
Lemma 6.9. But first a useful lemma is proven which says that each move
that is out in a liberal dispute, has exactly one child that is in.

LEMMA 6.8. All moves that are out in a liberal disputeD have exactly
one child that is in inD.

Proof.By Lemma 6.6 (1), a replyMj to a moveMi is only legal ifMi

is in. But ifMi has a child that is in,Mi is out, soMj is not legal.2

Next I prove that if P has a proof-theoretical winning strategy in
(Info(D), T ), P can always use it inD.

LEMMA 6.9. For any liberal disputeD and dialectical proof theoryT , if
P has a finite winning strategyS forM1 in (Info(D), T ), thenP can at any
continuation ofD that is based onInfo(D) move with a move fromS.

Proof.SupposeO has made the last move inD, and consider the sub-
disputeD∗ of D in which in all linesL, all moves have been omitted from
the firstP -move inL that is not inS. SinceM1 was made out byO’s
last move,D∗ contains at least one line ending with a move byO. It must
be shown that any suchO-move is a relevant target forP . Since by its
constructionD∗ does not branch afterO-moves and since its root is out in
D, in all such lines, allP -moves are out and allO-moves are in. Then by
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Lemma 6.8, noO-move in any such line has a sibbling inD that is in. But
then all suchO-moves are relevant targets forP in D. Observe now that
any legal reply fromS to such moves is legal inD by Definition 4.2 (3a).
It is left to show thatP can reply to at least one such move with a move
in S. Assume for contradiction that this is not the case (i.e., all possible
P -replies fromS are already inD∗). Then, sinceS contains all possible
O-replies to anyP -move inS, and since by construction ofD∗ all P -
moves inD∗ are inS, S contains a subtree of which not all branches end
with aP -move. But thenS is not a winning strategy forP . Contradiction.
�

Now the main theorem can be proven.

THEOREM 6.10. Any protocol for liberal dispute is fair.
Proof.SupposeD’s first argument is finitely provable in(Info(D), T ),

let S andD∗ be defined as in the proof of Lemma 6.9 and consider any
continuationD′ of D that is based onInfo(D). By Lemma 6.9,P can at
any point inD′ make a move fromS. It must be shown that there comes a
point after whichO can only play moves fromS, after whichP can win
by following S, which is a winning strategy.

Consider for any stage inD′ the setS− of relevant targets forO that are
not inS. If this set is empty, we are done. Otherwise, it needs to be shown
that at any following stage, there are fewer moves inS− to whichO can
reply, so that there comes a stage at whichS− is empty. The idea of the
proof is thatP can always continue with a move fromS, and that no such
move makes anyP move fromS− in.

More precisely, consider anyP -moveMj ∈ S− and assume thatO
replies to it withMi ∈ D′−D. ThenMj is made out byMi. By Lemma 6.9
P can continue atMi+1 with at least one move fromS. Consider any such
Mi+1 ∈ S.Mi+1 does not makeMj in, sinceMi+1 replies to anO-move in
D∗ and since all dispute lines inD′ are cut off inD∗ atMj . But thenMj is
not a relevant target forO at i + 2, which shows thatS− becomes smaller
with any move byO. But then by finiteness ofD there comes a point that
S− is empty, after whichO must reply to a move inS, andP can win by
following S. �
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7. RELATED RESEARCH

Probably the first detailed study of protocols for dispute was carried out
by Loui (1998). The present framework for disputes is inspired by Loui’s
work. However, there are also differences.

A difference in focus is that Loui is mainly interested in partial compu-
tation from a static information base, while I am interested in any form of
computation from a ‘truly’ dynamic information base. In other words, in
Loui’s framework dynamics is caused by partial computation, while in my
approach it is caused by supply of new information.

There are also differences in formalisation. Some of them are simpli-
fications, which I have made because of the difference in focus, or in
order not to distract from the main points of this paper. This concerns,
for instance, Loui’s study of multi-move disputes, his explicit notion of
resources, and his study of the case where players have partial information
about the dispute.

However, one difference reflects disagreement on how protocols for
dispute should be designed. This concerns the fact that I have no exact
counterpart of Loui’s functioncurrent.opinion. This function determines
for each stage of a dispute the logical status of the proponent’s main claim,
in terms of an assumed underlying logic for defeasible argumentation.
In particular, this logic is applied to everything that has been said in the
dispute up to that stage. Loui’s main use of the functioncurrent.opinionis
a protocol rule, adopted in most of his protocols, that each move must alter
current opinion. Although the intuition behind this rule is correct, Loui’s
formalisation of it in terms ofcurrent.opinionhas some problems. One of
them is that this notion actually is the ‘trivial’ winning condition criticised
above in Section 5.2. This also explains why Loui does not study the issues
of soundness and fairness in the way they are defined in the present article.

In Section 6 I have in fact given an alternative formalisation of Loui’s
intuition that each move must change current opinion: thecurrent.opinion
function should not stand for defeasible provability in the underlying logic,
but it should capture the disputational status of a move given the moves
that have been made in a dispute. The examples of Section 5.2 have shown
that this disputational status of a move does not always coincide with the
proof-theoretical status of its argument. We have seen that the notion of
disputational status can very well be used for capturing relevance of moves,
without referring to defeasible provability.

It is interesting to note, however, that the above definition of disputa-
tional status can also be used for defining the notion of a defeasible proof
(as is done by Gordon and Karaçapilidis (1997) and Garcia et al. (1998)).
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However, this is only possible if a dialogue tree contains all possible moves
of the opponent, i.e., all moves that can be made on the basis of the input
information. And we have seen that in the context of disputes this condition
does not always hold: forArgs it rarely holds, and even forInfo(D) of a
disputeD it does not always hold.

Vreeswijk (e.g., Vreeswijk (1995, 2000)) has also formalised protocols
for dispute. He assumes a fixed basis for discussion, which makes his work
essentially a study of dialectical proof procedures. However, in Vreeswijk
(2000) he also studies ‘self-modifying’ protocols, which allow arguing
within the protocol about whether to change it. This topic is potentially
very relevant for multi-agent and dispute-mediation applications.

Other work on frameworks for (static) dialectical proof theories has
been done by Jakobovits and Vermeir (1999), who have developed such
a framework for Dung-style argumentation systems (Dung 1995), and
applied it to two semantics for such systems. Their framework contains
counterparts of my functionsPlayerToMoveT andLegalT .

In the work discussed so far, the information base of a dispute is static.
However, there also is work in which the information base can change due
to supply of new information into the dispute.

In the field of Artificial Intelligence and Law, several researchers have
proposed disputational models of legal procedure with this feature (Hage et
al. 1994; Gordon 1995; Bench-Capon 1998; Lodder 1999). This is not sur-
prising, since the law is a prime example of a domain where the dynamic
establishment of a basis for discussion (and then decision) is regulated by
protocols for dispute. These AI & Law models incorporate the possibility
of counterargument in what are essentially Hamblin–MacKenzie-style pro-
tocols for persuasion. However, the relation with dialectical proof theory
is not investigated. Hage et al., Gordon and Lodder define winning as Loui
does, viz., in the ‘trivial’ way that refers to an unspecified nonmonotonic
logic, while Bench-Capon does not refer to an underlying logic at all.
Gordon also pays much attention to defining when moves are relevant.
However, since he does so for a multi-move unique-response protocol, the
problem is not the same as in the present framework.

Finally, Brewka (1999) has developed a formal model for argument-
ation processes that combines nonmonotonic logic with protocols for
dispute. His framework is complementary to the present one. He does
not study the details of arguing and counterarguing but simply applies
an unspecified nonmonotonic logic to everything that has been said in
a dispute (thus using the ‘trivial’ winning criterion). On the other hand,
Brewka pays more attention to the speech act aspects of disputes: in order
to capture the effects of speech acts, he formalises disputational protocols
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in situation calculus (in the form of Reiter (1999)). Such a logical form-
alisation of protocols allows him to define protocols in which the legality
of a move can be disputed. A final difference with the present work is that
Brewka admits elements from deliberation in his model, by allowing the
players to be any type of actor, including referees or ‘determiners’. By
contrast, my approach was to define separate protocols for distinct types
of dialogue with distinct initial situations and goals, and then to study their
combination.

8. CONCLUSION

The contribution of this paper has been threefold. Firstly, it has provided
general frameworks for dialectical proof theories and disputational pro-
tocols, extending and adapting earlier work of others. Secondly, it has
resulted in logical foundations for dynamic protocols for dispute; to my
knowledge this is the first contribution of this kind where the dynamic
aspects of disputes taken into account. Finally, since the formal study of
protocols for dynamic dispute is not yet wide-spread, my specification of
such protocols has also contributed to the study of their design.

The results can be summarised in more detail as follows.

– I have shown how (static) dialectical proof theories for defeasible
reasoning can be reinterpreted as parts of (dynamic) protocols for
dispute.

– I have given a precise definition of two desirable properties of dynamic
protocols for dispute, viz., soundness and fairness.

– It has turned out that some natural protocols for dispute that are sound
and fair with a static information base, can lose these properties in a
dynamic setting.

– I have developed another protocol that preserves soundness and
fairness in a dynamic setting.

It should be noted that these results are quite general, applying to a wide
range of dialectical systems and protocols. This has been achieved in
two ways: by parametrising protocols for dispute with dialectical proof
theories, and by using an unspecified closure function on the arguments
advanced in a dispute.

In future research the above analysis should be extended to multi-move
disputes. It would also be interesting to study whether restrictions on the
language of arguments or on their attack relations can ensure soundness
and fairness for unique-response and backtracking disputes. And it is im-
portant to study the case where information can not only be added but



DYNAMIC DISPUTE AND DEFEASIBLE ARGUMENTATION 217

also withdrawn. Such a study would pave the way for combining disputa-
tional protocols with Hamblin–MacKenzie-style protocols for persuasion.
Finally, the ultimate goal of this research is to combine protocols for dis-
pute and persuasion with protocols for other types of dialogue, such as
negotiation and group decision making.
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NOTES

1 For systems in which the ordering is itself defeasibly derived, this must be refined.
However, since my framework leaves the precise use of the ordering unspecified, I shall
ignore this complication.
2 Below the term ‘unique-move’ will be left implicit.
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