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Abstract. This paper proposes a classification of three aspects of argu-
ment strength based on philosophical insights, in particular Aristotle’s
distinction between logic, dialectic and rhetoric. It is then argued that
when developing or evaluating gradual accounts of argument strength
it is essential to be explicit about which aspect of argument strength
is modelled and about the adopted interpretation of the arguments and
their relations in abstract or bipolar argumentation frameworks. The un-
derlying aim is to encourage a principled development and evaluation of
(principles for) gradual argumentation semantics.
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1 Introduction

A recent trend in the formal study of argumentation is the development of grad-
ual notions of argument acceptability. These notions are proposed as alternatives
to extension-based notions that are defined on top of the theory of abstract [16] or
bipolar [13] argumentation frameworks. The gradual notions are often motivated
by a discontent with the fact that extension-based notions of acceptability only
allow for rather coarse distinctions between degrees of acceptability. The current
developments arguably go back to [12] and really took off with publications like
[29] and [1] (although largely ignored is that Pollock [35] already proposed a for-
malisation of gradual acceptability). In this body of work, the gradual nature of
argumentation can have various sources: different base strengths of arguments,
different sets or numbers of attackers and/or supporters, and attack or support
relations that hold to varying degrees.

Although the new developments are very interesting and the formal achieve-
ments have been impressive, there are also reasons to take a step back. To start
with, there is a need to reflect on which notions or aspects of argument ac-
ceptability, or argument strength, are modelled, and why proposed semantics
or proposed sets of principles for those semantics are good. What is needed is
a conceptual or philosophical underpinning of the formal ideas and constructs.
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Furthermore, almost all work builds on abstract or bipolar argumentation frame-
works and thus does not give explicit formal accounts of the nature of arguments
and their relations, while yet this may be relevant when evaluating the formal
proposals. Moreover, the arguments in abstract and bipolar frameworks are in-
creasingly not seen as genuine arguments in the sense of inferential structures (as
in Dung’s seminal paper and much initial follow-up work) but as statements that
can be true or false. In this paper I will argue that some proposed (principles for)
gradual semantics, while making sense when arguments are interpreted as state-
ments, make less sense when arguments are regarded as inferential structures
and hence cannot be regarded as general accounts of argumentation semantics.

More generally, in this paper I aim to make two contributions. First, I will
propose a classification of three aspects of argument strength based on philo-
sophical insights, in particular Aristotle’s distinction between logic, dialectic and
rhetoric. I then argue that when developing or evaluating gradual accounts of
argument strength it is essential to be explicit about which aspect of argument
strength is modelled and about the adopted interpretation of the arguments and
their relations. The underlying hope is that this paper will encourage a princi-
pled and focused development and evaluation of (principles for) gradual argu-
mentation semantics. The discussion will largely proceed in terms of examples of
principles and semantics, since given the fast growing literature a comprehensive
discussion and analysis is outside the scope of this paper.

The paper is organised as follows. First in Section 2 I informally sketch the
assumed formal background, and then in Section 3 I present the three aspects
of logical, dialectical and rhetorical strength. In Section 4 I discuss why it is
important to be explicit about which of these aspects is modelled and about the
nature of arguments and their relations. Finally, in Section 5 I conclude.

2 Background

In this section I informally summarise the formal background assumed in this
paper. The aim of my paper is not to carry out formal investigations but to
offer a conceptual framework that can guide the development and evaluation of
specific formal proposals. I will therefore use as little formal notation as possible
and assume that the reader is familiar with the basics of formal argumenta-
tion, in particular of the theory of abstract [5] and bipolar [13] argumentation
frameworks and of the main structured accounts of argumentation [27].

2.1 Arguments as statement or as inferential structures

In this subsection I explain in more detail the recent trend to view arguments
as statements and how this is relevant for the evaluation of gradual argumen-
tation semantics. Abstract argumentation frameworks as introduced by Dung
[16] consist of a set of arguments with a binary relation of attack. Nothing is
assumed about the structure of the arguments and the nature of the attack re-
lations. Bipolar frameworks add to abstract argumentation frameworks a binary
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support relation between arguments, sometimes but not always assumed to be
disjoint from the attack relation. Various semantics have been proposed for eval-
uating the arguments in an abstract or bipolar argumentation framework. For
present purposes their details do not matter.

As noted in the introduction, the arguments in abstract or bipolar frameworks
are in applications increasingly not seen as genuine arguments in the sense of
inferential structures but as statements that can be true or false. For evaluating
(principles for) gradual argumentation semantics it is crucial how the nodes in an
argument graph are interpreted, so the adopted interpretation should be made
explicit. Sometimes this is indeed done, e.g. by Baroni et al. [7] and Rago et al.
[39], who present their model as a formalisation of the IBIS model [28]. Then
the formalism can be evaluated on its adequacy for what it was explicitly meant
for. However, often the ‘statement’ interpretation of the nodes in argumentation
frameworks is not made explicit but has to be inferred from the informal text and
from the examples that are given. For instance, in [42] an example is discussed
with the following (and some other) arguments:

S1: We should buy an SUV; it’s the right choice for us
C: SUVs are very safe, safety is very important to us

where C supports S1. This support relation in fact expresses an argument with
premises SUVs are safe and Safety is important to us and the conclusion We
should buy an SUV, which readers familiar with the theory of argument schemes
will recognise as an instance of the argument scheme from good consequences. In
a formalisation where arguments are inferential structures this argument would
appear as a single node in the argument graph, while here it is spread out over
a subgraph of a bipolar argumentation framework with nodes C and S1.

The difference between the inferential and statement interpretations of the
nodes in an abstract or bipolar argumentation framework is important for the
design and choice of abstract formalisms. While bipolar argumentation frame-
works model support as a relation between arguments, when support expresses
some kind of inference, it can also be modelled inside arguments, at least if
arguments are interpreted as inferential structures. Then this can be done by
using abstract argumentation frameworks in combination with a theory of the
structure of arguments and the nature of attack. There are quite a few such
theories, dating back to the seminal work of Pollock [34]. All these theories al-
low for support relations that are not between but inside arguments, namely
as inferential relations between (sets of) statements in some logical language.
Examples are assumption-based argumentation [44], Defeasible Logic Program-
ming [19] and ASPIC+[37]. While this approach is possible when arguments are
interpreted as inferential structures, this is different when they are interpreted
as statements; then support relations between arguments (viewed as statements)
are needed, as in bipolar argumentation frameworks. Relations between argu-
ments then become what philosophers call reasons [34, 24]. In this approach,
arguments-as-inferential-structures are not nodes in but subgraphs of the ar-
gument graph, as illustrated by the above example. Moreover, since in general
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statements are supported by sets of statements, we need support relations from
sets of arguments to arguments, which in ‘standard’ bipolar frameworks cannot
be expressed. So how the arguments in abstract and bipolar frameworks are
interpreted greatly matters for what abstract formalism is needed.

2.2 Basic concepts of argument structure and relations

I next informally sketch what I mean in this paper by arguments and their
relations, trying to remain as close as possible to the formal (e.g. [27]) and in-
formal (e.g. [18]) literature on argument structure. Basic arguments have a set
of premises and a conclusion (statements that can be true or false) and an in-
ference from the premises to the conclusion licensed by an inference rule. Basic
arguments can be combined into complex arguments by letting their conclusion
be among the premises of another argument. Arguments can be informally repre-
sented as directed acyclic hypergraphs, in a way similar to the usual visualisation
methods in argumentation theory [40], with the nodes corresponding to premises
or intermediate or final conclusions and the links from sets of nodes to nodes
corresponding to inferences (see e.g. Figures 1 and 2 below).

Both premises and inference rules can be attackable or non-attackable, so
arguments can also be attackable or non-attackable. I will call attackable and
non-attackable inference rules defeasible, respectively, deductive. An attackable
argument can be attacked in three ways: it can be undermined by an argument of
which the conclusion is incompatible with one of its premises, it can be rebutted
by an argument of which the conclusion is incompatible with an intermediate or
its conclusion, and it can be undercut by an argument of which the conclusion
says that some inference rule applied in the attacked argument does not apply.
Attacks can be allowed or not allowed depending on further constraints on these
informal definitions. Finally, allowed attacks can succeed or not succeed as de-
feats. Henceforth, when I say that argument A attacks argument B I assume that
the attack from A on B is allowed, while when I say that argument A defeats
argument B I assume that the attack from A on B succeeds as defeat.

This informal sketch could be regarded as an abstraction of the ASPIC+

framework. Depending on the precise formal definitions of arguments, of incom-
patibility of statements and of the constraints on allowed attacks and defeats,
one variant or another of this framework can be obtained, or a variant of some
related approach like assumption-based argumentation or defeasible logic pro-
gramming. For present purposes the precise design choices and the differences
between these formal frameworks do not matter.

3 Logical, dialectical and rhetorical argument strength

In classifying aspects of argument strength it is natural to take Aristotle’s famous
distinction between logic, dialectic and rhetoric as starting point. Very briefly,
logic concerns the validity of arguments given their form, dialectic is the art of
testing ideas through critical discussion and rhetoric deals with the principles of
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effective persuasion [17, Section 1.4]. Accordingly, I distinguish between logical,
dialectical and rhetorical argument strength.

Logical argument strength divides into two aspects: inferential and contextual
argument strength.

Inferential argument strength is about how well the premises support the con-
clusion if we only look at the arguments premises, inferences and conclusion(s).
Example criteria for argument strength are that arguments with only deduc-
tive inferences are stronger than arguments with defeasible inferences, or that
arguments with only non-attackable premises are stronger than arguments with
attackable premises. Such criteria can be refined by combining them (for exam-
ple, first looking at the type of inference and then for arguments with equally
strong inferences looking at the types of premises), by defining preference rela-
tions on inference rules and/or premises, or by defining notions of strength (for
example, probabilities) on inference rules and/or premises.

Contextual argument strength is about how well the conclusion of an argument is
supported if we look at the context of all relevant arguments. Formal frameworks
like Dung’s theory of abstract argumentation frameworks, assumption-based ar-
gumentation, ASPIC+ and defeasible logic programming formalise this kind of
argument strength. The reader might wonder why this is not called dialectical
strength, since after all, determining an argument’s contextual strength as de-
fined here involves the comparison of argument and counterargument. Yet this
is not truly dialectical, since the just-mentioned formalisms do not model prin-
ciples of critical discussion but just define mathematical consequence notions on
the basis of a given body of information; likewise [20, 30]. This even holds for
the argument games proposed as proof theories for extension-based semantics
[32]: these apply to a given framework of arguments and their relations, while
principles of discussion allow for introduction of new arguments during a dispute.

Dialectical argument strength looks at how well defended an argument is in the
context of an ongoing or terminated critical discussion. This context can be
regulated by formal or informal principles of fair and effective disputes. Informal
examples are legal procedures or rules of order for meetings. Formal examples are
the many dialogue systems for argumentation proposed in philosophy and AI,
e.g. [31, 20, 46, 36, 4]. Dialectical strength has both static and dynamic aspects.
A static aspect is given by the outcome of a critical discussion: has the argument
been successfully defended in the discussion? Dynamic aspects concern how well-
defended or challengeable an argument is in a given state of the discussion. In [49]
the latter is formulated as “a function of the (un)availability of permissible move
sequences originating at the present dialogue stage, and ending in a discussant?s
role-specified goal being achieved”.

To illustrate the idea of dialectical strength, I next suggest some possible
criteria for determining dialectical argument strength, without claiming to be
exhaustive. First, one might regard an argument as dialectically weaker the more
attacks on it are allowed in the current state. Among other things, this may
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imply that arguments are dialectically weaker the more attackable premises or
inference rules they have. This idea is motivated by an underlying principle that
many decision makers are aware of, namely, to justify one’s decisions as sparsely
as possible, in order to minimize the chance of successful appeal.

One might also look at how many attacks an argument has survived in a given
state. For instance, if arguments are generated by argument schemes [47], one
might regard an argument as dialectically stronger the more critical questions
have been asked and successfully answered.

Yet another aspect of dialectical strength is to what extent it is possible to
change the current contextual strength of the argument by moving to a new
state. This aspect is arguably formalised by formal work on the dynamics of
argumentation, in particular on so-called preservation, realisability and enforce-
ment properties [8, 15]. Preservation is about the extent to which the current
contextual status of arguments is preserved under change, while realisability
and enforcement concern the extent to which particular outcomes can or will be
obtained by changing the current state.

Rhetorical argument strength looks at how capable an argument is to persuade
other participants in a discussion or an audience. Persuasiveness essentially is a
psychological notion; although principles of persuasion may be formalised, their
validation as principles of successful persuasion is ultimately psychological (as
acknowledged in [26] and done in e.g. [23]). One way to formulate criteria for per-
suasiveness is in terms of agreement with shared background information or with
information in a model of the other discussants or the audience (cf. [25]), possi-
bly refined with probability distributions on what can be in these models. Such
opponent models could also be used in game-theoretic investigations of optimal
debate strategies [41]. Another way is to formulate heuristics about what is gen-
erally known or expected to be persuasive, such as the argumentation techniques
of Perelman [33] or the argument schemes of Walton [45], or a technique such as
procatalepsis, modelled by Bonzon et al. [11], which is the attempt of a speaker
to strengthen their argument by dealing with possible counter-arguments before
their audience can raise them.

Argument strength is multi-faceted. The classification proposed in this section
shows that argument strength is a multi-faceted notion. Not only can we distin-
guish between logical, dialectical and rhetorical argument strength but each of
these aspects of strength involves multiple criteria, which sometimes reinforce
but sometimes oppose each other, and which have to be combined to provide an
overall assessment of an argument’s logical, dialectical or rhetorical strength. In
fact, defining such overall notions seems a daunting task, and it may be better
to focus on just one criterion or a small set of criteria for aspects of argument
strength. This also holds for combining logical, dialectical and rhetorical strength
into one overall notion for argument strength. Since the three aspects of argu-
ment strength serve different purposes, it may not be good to combine them into
an overall notion. Another reason for this is that dialectical strength may presup-
pose contextual strength, since one aspect of dialectical strength is the extent to
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which an argument’s logical strength may be changed in the course of a dispute.
In any case, even if logical, dialectical and rhetorical strength are combined into
an overall notion of strength, they should first be separately defined, in order to
make their combination a principled one.

4 Evaluating semantics and principles

In this section I discuss how the above classification into three aspects of argu-
ment strength, together with the interpretation of the nodes and links in abstract
or bipolar argumentation frameworks, is relevant for developing and evaluating
gradual accounts of argument strength. A complication here is that several re-
cent accounts rely on the distinction between the base and overall score of an
argument, but it is not obvious whether notions of argument strength can always
be suitably defined in this format. For example, such accounts presuppose that
the base and overall scores are of the same sort and can therefore be compared
but this does not have to be the case. Consider, for example, gradual definitions
of contextual strength in terms of extension-based [10] or labelling-based [48]
semantics. A very simple definition of overall strength would be that (given a
grounded labelling) being in is better than being undecided, which is better than
being out . It is not obvious what the base score of arguments would be in such
an approach. For these reasons I will below mainly discuss accounts with no
distinction between base and overall scores.

4.1 Be explicit about which aspects of argument strength are
modelled

It is important to be explicit about which aspects of argument strength are
modelled (as in [11], who explicitly model two aspects of persuasiveness). The
aspects serve different purposes, so principles or definitions that are good for one
aspect may not be good for another aspect. Consider, for example, two arguments
A and B where A defeasibly infers q from p while B first defeasibly infers r
from p and then defeasibly infers q from r. Consider a definition of dialectical
strength capturing that having fewer attackable elements is dialectically better
and a definition of rhetorical strength that captures that a larger overlap of
an argument’s elements with the audience’s beliefs is rhetorically better. Even
without formalising these notions it is obvious that argument A is dialectically
stronger than argument B, since A has one attackable element less than B.
However, if the audience accepts that p defeasibly implies r and that r defeasibly
implies q but not that p defeasibly implies q, then B is rhetorically stronger than
A since it shares some elements with the background theory while A does not.
This illustrates that while sparsely justifying one’s claims or decisions may be
dialectically good, it may at the same time make an argument less persuasive.

Another example is the phenomenon of procatalepsis, modelled in [11], which
is the attempt to strengthen an argument by dealing with possible counter-
arguments before the audience can raise them. As modelled by Bonzon et al.,
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procatalepsis makes an argument rhetorically stronger when combined with an
attacker and an attacker of that attacker than when presented alone. Bonzon et
al. prove that procatalepsis is inconsistent with the principle of ‘void precedence’
[1], according to which an argument that has no attackers is more acceptable
than an argument that has attackers, even if these attackers are counterattacked,
and which is a key element of many current gradual argumentation semantics
[9]. It is implied by Basic Idea 7 of [6] that a strictly larger set of attackers
determine a lower strength. One interpretation of the void precedence principle
is as an aspect of dialectical strength, in particular, as capturing that having
fewer ways to attack an argument makes it dialectically less challengeable. On
this interpretation, examples of procatalepsis are other cases where an argument
can be rhetorically stronger but dialectically weaker than another argument.

Being explicit about which aspects of argument strength are modelled is not
only important when formulating theories of argument strength but also when
evaluating applications of computational argumentation. For instance, according
to [43] the Debater system was evaluated by twenty human annotators who had
to indicate to what extent they agreed with the statement ‘The first speaker is
exemplifying a decent performance in this debate’. It is unclear which aspects
the annotators had in mind when answering this question or even whether all
annotators looked at the same aspects and applied the same criteria.

4.2 Be explicit about the interpretation of arguments and their
relations

It is important to be explicit about whether the arguments in an abstract or
bipolar framework are regarded as statements or as inferential structures. One
reason is that trade-offs between attacks and supports, or even to regard support-
ers as strengthening the supported argument, may make sense in the statement
interpretation but may not make sense in the inferential-structure interpreta-
tion. When the arguments are regarded as statements, then attack and sup-
port relations between arguments can hardly be interpreted as anything else
but expressing reasons for or against the statement. For example, in a decision-
making application [7, 39] attack and support relations are reasons to adopt or
not adopt a given decision option. Then it makes sense to consider trade-offs
between supporting and attacking arguments, as, for example, captured in the
(Strict) Franklin, Weakening and Strengthening principles proposed in [3]. The
same holds for Basic Idea 8 of [6], according to which (everything else being
equal) a strictly larger set of supporters determines a higher strength. In the
statement interpretation of arguments it makes sense to say that (in the absence
of attackers) a statement for which there are reasons to believe or accept it is
more acceptable than a statement for which there are no such reasons.

However, when arguments are regarded as inferential structures, then mul-
tiple interpretations of the support relation are possible and their differences
matter. In the context of the ASPIC+ framework, Cohen at al. [14] define four
kinds of support (visualised in Figure 1). Subargument support corresponds to
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Fig. 1. Cohen et al.’s (2018) four kinds of support in ASPIC+.

the ASPIC+ proper-subargument relation. Informally, every argument B corre-
sponding to subgraph of an argument A (viewed as a hypergraph) that is also
an argument (so takes all its premises from the premises of A) is a subargument
of A. A subargument of an argument A is not separate from A but is contained
in A as part of it, as visualised in the top row of Figure 1. Clearly, when support
corresponds to (proper) subargument support, it makes no sense to consider
trade-offs between attacks and support or to regard supporters as strengthening
the supported argument. Logically, the number of supports of an argument is
then just a measure of its inferential complexity while dialectically, having more
supporters may make an argument more vulnerable to attack and thus weaker.

For conclusion support (argument A supports B whenever they have the
same conclusion) these ideas may make more sense but for premise support
they are again questionable. An argument A premise-supports an argument B
iff the final conclusion of A is equal to a premise of B (intermediate support is a
variant of premise support in which not a premise but an intermediate conclusion
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is supported; I will therefore not discuss it separately). Premise support may be
useful in debate contexts, where there usually is no global knowledge base from
which the debaters construct their arguments. Then if one debate participant
presents an argument for a premise of another participant’s argument, it may
be less natural to say that the supporting argument is part of the supported
argument as captured in the subargument relation. Instead, the arguments may
be said to remain separate, as depicted in the third row of Figure 1.

Consider an example from [38], in which John argues “Nixon was a pacifist
since he was a Quaker and Quakers are usually pacifists” (argument A). Now
suppose Mary supports John’s argument by saying “Nixon regularly attended
service in a Quaker church, people who are regularly seen in a Quaker church usu-
ally are a Quaker, so Nixon was a Quaker” (argument B). Consider contextual
strength. Can we say that Mary’s supporting argument makes John’s argument
contextually stronger? If so, then a successful attack on Mary’s argument should
intuitively also weaken John’s argument. Suppose that Bob attacks Mary’s ar-
gument by arguing that Nixon only attended service in a Quaker church to
please his wife, who was a Quaker (argument C). It can be argued that this does
not knock down John’s argument, since why should John be blamed for Mary’s
flawed attempt to support his argument? However, it is still unsatisfactory that
there is no logical relation at all between attacking a supporter and the status of
a supported argument. If support means anything at all, then surely attacking
a supporter should have some effect on the status of an argument supported by
it (note that for subargument support this is automatic). The solution adopted
in [38] is that whether C’s attack on B also weakens A is conditional on what
the audience accepts as given. If the audience accepts that Nixon was a quaker
without further support, then argument C has no effect on the acceptability of
A, while if the audience wants further support for this premise, then argument C
reduces A’s acceptability. This approach implies that whether trade-offs between
premise-supporters and attackers should be considered, or whether a premise-
supporter can strengthen the supported argument at all, cannot be determined
in general but depends on the context, in particular on the audience’s beliefs.

While this is one approach, there may also be reasons to always consider
trade-offs between premise-supporters and attackers and to regard a premise-
supporter as, everything else being equal, strengthening the supported argument.
However, even then the nature of the arguments and their relations matters.
Consider Figure 2, with two bipolar frameworks in the top row and two instan-
tiations of these frameworks in the bottom row (in BAF1 and BAF2 the dashed
arguments depict support relations between arguments). According to the prin-
ciple that, everything else being equal, having more supporters is better (e.g.
the Cardinality Preference axiom of [2]), argument C on the top right is better
supported than argument A on the top left since C has two premise-supporters
while A has just one. However, as shown in the bottom row, all of A’s premises
(namely, q) are supported while only one of C’s two premises is supported, so
dialectically and perhaps also rhetorically A might just as well be regarded as
better supported than C. Or imagine that D does not premise-support C on u
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Fig. 2. Is having more supporters better?

but on v: then both A and C have all their premises supported, so there seems
no reason to prefer C over A. Consider next Basic Idea 8 of [6], which says that
a strictly larger set of supporters (w.r.t. to set inclusion) determines a higher
strength, and suppose that argument A has no premise supporters while argu-
ment C only has supporters for premise u. Since any set includes the empty set,
Basic Idea 8 implies that C is stronger than A. It is not obvious why this should
be, given that they both have the same number of unsupported premises. This
becomes even less obvious if C is changed to have more than two premises, of
which only one is supported. Concluding, even in applications in which it makes
sense to regard premise-supporters as, everything else being equal, strengthening
the supported argument, it is important to take the structure of arguments and
the nature of their relations into account.

So far I have illustrated the importance of being explicit about whether ar-
guments are statements or inferential structures, and in the latter case of being
explicit about the structure of arguments and the nature of the support relation.
I next illustrate the importance of being explicit about whether an argument is
attackable or not (a distinction made in some of the main structured approaches
to argumentation, such as assumption-based argumentation, defeasible logic pro-
gramming and ASPIC+). Consider the Cardinality Precedence principle that
having fewer attackers makes an argument stronger [1, 9] and consider AF1 with
A being attacked by B and AF2 with C being attacked by D and E (Figure 3; in
the AFs in Figures 3 and 4 the solid arrows depict attack relations). According
to Cardinality Precedence argument A is stronger than argument C. However, if
B is not attackable while D and E are attackable, then it is not obvious why this
should be the case. For example, from the point of view of dialectical strength C
is arguably dialectically stronger than A since C can still be made in by adding
new arguments and attacks while for A this cannot happen.

Another example of why the distinction between attackable and non-attackable
arguments matters concerns the principle that having more defenders makes an
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Fig. 3. Is having fewer attackers better?

argument stronger. Consider the AFs displayed in Figure 4. According to the

Fig. 4. Is having more defenders better?

gradual semantics of [21, 22], A2 is justified to a higher degree than A1, since A2

has two defenders (C2 and D2) while A1 has only one defender (C1). However,
if C1 is unattackable while C2 and D2 are attackable then it is not obvious why
this has to be so, whatever aspect of argument strength is modelled.

5 Conclusion

In this paper I proposed a classification of three aspects of argument strength,
namely, logical, dialectical and rhetorical strength. I then showed with several
examples that when developing or evaluating gradual accounts of argument
strength it is essential to be explicit about which aspect of argument strength
is modelled, since some principles or semantics maybe suitable for one aspect
but not for another. Likewise, I showed that it is important to be explicit about
the adopted interpretation of the arguments and their relations in abstract or
bipolar argumentation frameworks. For example, it matters whether the argu-
ments are interpreted as statements or as inferential structures, how support is
defined, and how the structure of arguments is defined.

The underlying aim of this paper was to encourage a principled development
and evaluation of (principles for) gradual argumentation semantics. As such,
this was just an initial attempt. More comprehensive formal investigations should
yield more systematic insights into the purposes for which (principles for) gradual
semantics are suitable and into the assumptions on which they depend. This
paper has aimed to lay the conceptual foundations for such investigations.
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