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1 Introduction

A well-known ambiguity in the term ‘argument’ isathof argument as an inferential
structure and argument as a kind of dialogue. b first sense, an argument is a
structure with a conclusion supported by one orargounds, which may or may not
be supported by further grounds. Rules for the ttoagon and criteria for the quality
of arguments in this sense are a matter of logiché second sense, arguments have
been studied as a form of dialogical interactionywhich human or artificial agents aim
to resolve a conflict of opinion by verbal meansid? for conducting such dialogues
and criteria for their quality are part of dialogheory.

Both logic and dialogue theory can be developedobyal as well as informal means.
This paper takes the formal stance, studying thegioea between formal-logical and
formal-dialogical accounts of argument. While fotni@gic has a long tradition, the
first formal dialogue systems for argumentation sehproposed in the 1970s, notably
by the argumentation theorists Hamblin (1970,19%¥hods & Walton (1978) and
Mackenzie (1979). In the 1990s Al researchers &lscame interested in dialogue
systems for argumentation. In Al & Law they aredstd as a way to model legal
procedure (e.g. Gordon 1995, Lodder 1999, Prakk&8Y while in the field of multi-
agent systems they have been proposed as profocagent interaction (e.g. Parsons
et al. 2003). All this work implicitly or explicgl assumes an underlying logic. In early
work in argumentation theory the logic assumed wasnotonic: the dialogue
participants were assumed to build a single argarfierihe inferential sense) for their
claims, which could only be criticised by askingr feurther justification of an
argument’s premise or by demanding resolution obmsistent premises. Al has added
to this the possibility of attacking arguments withunterarguments; the logic assumed
by Al models of argumentative dialogues is thusmonotonic. Nevertheless, it is still
argument-based, since counterarguments conforrhetsame inferential structure as
the arguments that they attack.

However, | shall argue that formal systems for argatation dialogues are possible
without presupposing arguments and counterargumentmferential structures. The
motivation for such systems is that there are foohsnference that are not most
naturally cast in the form of arguments (e.g. akida¢ statistical reasoning or

coherence-based reasoning) but that can still desubject of argumentative dialogue,
that is, of a dialogue that aims to resolve a ecindif opinion. This motivates the notion
of a theory-building dialogue, in which the pamants jointly build some inferential

structure during a dialogue, which structure needt e argument-based.
Argumentation without arguments is then possihteesi even if the theory built during
a dialogue is not argument-based, the dialogueastils to resolve a conflict of opinion.

This paper is organized as follows. In Section & lthsics are described of logics and
dialogue systems for argumentation, and their icalais briefly discussed. Then in



Section 3 the general idea of theory-building djalkes is introduced and in Section 4
some general principles for regulating such diadsgare presented. In Section 5 two
example dialogue systems of this kind are presantedme more detail.

2 Logical and dialogical systemsfor argumentation

In this section | briefly describe the basics afnfal argumentation logics and formal
dialogue systems for argumentation, and | explaw lthe former can be used as a
component of the latter. A recent collection ofradiuctory articles on argumentation
logics and their use in formal dialogue systems dggumentation can be found in
Rahwan & Simari (2009). An informal discussion bétsame topics can be found in
Prakken (2010).

2.1 Argumentation logics

Logical argumentation systems formalise defeasibtepresumptive reasoning as the
construction and comparison of arguments for armnat) certain conclusions. The
defeasibility of arguments arises from the fact thew information may give rise to
new counterarguments that defeat the original asgimThat an argumeAtdefeatsan
argumentB informally means thad is in conflict with, orattacksB and is not weaker
thanB. The relative strength between arguments is datexdrnwith any standard that is
appropriate to the problem at hand and may itselthe subject of argumentation. In
general, three kinds of attack are distinguisheguiag for a contradictory conclusion
(rebutting attack), arguing that an inference hds an exception (undercutting attack),
or denying a premise (premise-attack). Note thawdaf arguments attack each other and
are equally strong, then they defeat each other.

Inference in argumentation logics is defined rgatto what Dung (1995) calls an
argumentation frameworkhat is, a given set of arguments ordered byfeatieelation.

It can be defined in various ways. For argumentatibeorists perhaps the most
attractive form is that of an argument game. Irhsa@ame a proponent and opponent
of a claim exchange arguments and counterarguni@tsfend, respectively attack the
claim. An example of such a game is the followindpiCh is the game for Dung’s 1995
so-called grounded semantics; cf. Prakken & Sar®®7, Modgil & Caminada 2009).
The proponent starts with the argument to be testedthen the players take turns: at
each turn the players must defeat the other playst argument: moreover, the
proponent must do so with a stronger argument, his.argument may not in turn be
defeated by its target. Finally, the proponentads aillowed to repeat his arguments. A
player wins the game if the other player has nallegply to his last argument.

What counts in an argument game is not whethepittygonent in fact wins a game but
whether he has a winning strategy, that is, whetlkeecan win whatever arguments the
opponent chooses to play. In the game for groursedantics this means that the
proponent has a winning strategy if he can alwagkarthe opponent run out of replies.
If the proponent has such a winning strategy foraegument, then the argument is
calledjustified Moreover, an argument @erruledif it is not justified and defeated by

a justified argument, and it gefensibldf it is not justified but none of its defeatess |

justified. So, for example, if two arguments defeath other and no other argument



defeats them, they are both defensible. The stafuarguments carries over to
statements as follows: a statement is justifiedt ifs the conclusion of a justified
argument, it is defensible if it is not justifiechda the conclusion of a defensible
argument, and it is overruled if all arguments ifoare overruled. (Recall that these
statuses are relative to a given argumentationdveork.)

Argument games should not be confused with dialgystems for argumentation: an
argument game just computes the status of arguraedtstatements with respect to a
nonmonotonic inference relation and its proponewt @pponent are just metaphors for
the dialectical form of such computations. By castr dialogue systems for

argumentation are meant to resolve conflicts ofnigpi between genuine agents
(whether human or artificial).

2.2 Dialogue systemsfor argumentation

The formal study of dialogue systems for argumémaivas initiated by Charles
Hamblin (1971) and developed by e.g. Woods & Wa(t#78), Mackenzie (1979) and
Walton & Krabbe (1995). From the early 1990s redeans in artificial intelligence (Al)
also became interested in the dialogical side gliraentation (see Prakken 2006 for an
overview of research in both areas). Of particutégrest for present purposes are so-
called persuasion dialogues, where two partiestdryesolve a conflict of opinion.
Dialogue systems for persuasive argumentation a@npromote fair and effective
resolution of such conflicts. They havecammunication languagevhich defines the
well-formed utterances or speech acts, and whiglrapped around #®pic languagen
which the topics of dispute can be described (Wal& Krabbe 1995 call the
combination of these two languages the ‘locutiofes®). The topic language is
governed by dogic, which can be standard, deductive logic or a narotunic logic.
The communication language usually at least costa&peech acts for claiming,
challenging, conceding and retracting propositiand for moving arguments and (if
the logic of the topic language is nonmonotonia)rderarguments. It is governed by a
protocol i.e., a set of rules for when a speech act maytteged and by whom (by
Walton & Krabbe 1995 called the ‘structural ruledt) also has a set d@ffect rules
which define the effect of an utterance on theestdt a dialogue (usually on the
dialogue participants’ commitments, which is why Wia & Krabbe 1995 call them
‘commitment rules’). Finally, a dialogue systemide§terminationandoutcomeof a
dispute. In argumentation theory the usual debniis that a dialogue terminates with a
win for the proponent of the initial claim if thgomonent concedes that claim, while it
terminates with a win for opponent if proponentraets his initial claim (see e.g.
Walton & Krabbe 1995). However, other definitioms possible.

2.3 Therelation between logical and dialogical systemsfor argumentation

A stated in the introduction, formal dialogue sys¢efor persuasive argumentation
assume an underlying logic. In argumentation thétois/usually left implicit but in Al

it is almost always an explicit component of dialegsystems. Also, in early work in
argumentation theory the logic assumed was monattime dialogue participants were
assumed to build a single argument (in the inféakisense) for their claims, which
could only be criticised by asking for further jfisation of an argument’s premise (a



premise challenge) or by demanding resolution abmsistent premises. (In some
systems, such as Walton & Krabbe’s (1995) PPD ptrécipants can build arguments
for contradictory initial assertions, but they Istdannot attack arguments with

counterarguments.) If a premise challenge is areiverith further grounds for the

premise, the argument is in effect ‘backwards’ edtsl into a step-by step-constructed
inference tree.

Consider by way of example the following dialogwich can occur in Walton &
Krabbe’s (1995) PPD system and similar systemsrgHmd below P stands for
proponent and O stands for opponent.)

P1: Iclaimthat we should lower taxes

02: Whyshould we lower taxes?

P3:  Sincelowering taxes increase productivity, which is doo

O4: Ilconceddhat increasing productivity is good,

O5:  butwhydo lower taxes increase productivity?

P6:  Sinceprofessor P, who is an expert in macro-econorsengs so.

The argument built during this dialogue is the onehe left in Figure 1.

Al has added to this the possibility of counterangat: an argument can in Al models
also be criticised by arguments that contradicteanpse or conclusion of an argument
or that claim an exception to its inference. Thgidoassumed by Al models of
argumentative dialogues is thus nonmonotonic, simese information can give rise to
new counterarguments that defeat previously jestiirguments. Nevertheless, in most
Al models it is still argument-based, since coumtguments conform to the same
inferential structure of the arguments that thegchkt

In our example, counterarguments could be statéollagys:

O7: But professor P is biasesh his statement does not support that lower taxes
increase productivity

P8:  Whyis professor P biased?

09: Sincehe has political ambitions, and people with pcditiambitions cannot be
trusted when they speak about taxes.

010: Moreover, we should not lower taxsi®ice doing so increases inequality in
society, which is bad.

The argument built in O7 and O8 argues that therani exception to the argument
scheme from expert testimony applied in P6, appglyire critical question whether the
expert is biased (this paper’'s account of argunsehemes is essentially based on
Walton 1996). A second counterargument is statednae in O10, attacking the

conclusion of the initial argument. Both argumeanrts also displayed in Figure 1.
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Figure 1: an argumentation framework

3 Theory building dialogues

Now it can be explained why the inferential struetupresupposed by a dialogue
system for persuasion need not be argument-baderhbualso conform to some other
kind of inference. Sometimes the most natural vaynbdel an inferential problem is
not as argumentation (in the inferential sense)im@ome other way, for example, as
abduction, statistical reasoning or coherence-basedoning. However, inferential
problems modelled in this way can still be the sabpf persuasion dialogue, that is, of
a dialogue that is meant to resolve a conflict pinmn. In short: the ‘logic’
presupposed by a system for persuasion dialoguébgameed not be an argument-
based logic, and it can but need not be a logiherusual sense.

This is captured by the idea of theory-buildinglafimes. This is the idea that during a
dialogue the participants jointly construct a tlyeof some kind, which is the dialogue's
information state at each dialogue stage and wlicgoverned by some notion of
inference. This notion of inference can be basedrgnmentation logic, on some other
kind of nonmonotonic logic, on a logical model didaction, but also on grounds that
are not logical in the usual sense, such as prhilyathieory, connectionism, and so on.
The dialogue moves operate on the theory (addindetating elements, or expressing
attitudes towards them), and legality of utterar@gsvell as termination and outcome
of a dialogue are defined in terms of the theory.

4. Some design principlesfor systemsfor theory-building persuasion dialogues

I now sketch how a dialogue system for theory-bngdpersuasion dialogues can be
defined. My aim is not to give a precise definitioat to outline some principles that
can be applied in defining such systems, with gpeaitention to how they promote
relevance and coherence in dialogues. A full formmgdlementation of these principles



will require non-trivial work (in Section 5 two ggsns which implement these
principles will be briefly discussed).

Throughout this section | shall use Bayesian priiséib networks (BNs) as a running
example. Very briefly, BNs are acyclic directed gra where the nodes stand for
probabilistic variables which can have one of acfetalues (for example, true or false
if the variable is Boolean, like in ‘The suspedtdd the victim’) and the links capture
probabilistic dependencies, quantified as numericahditional probabilities. In
addition, prior probabilities are assigned to tloelen values (assigning probability 1 to
the node values that represent the available ew@enThe posterior probability
concerning certain nodes of interest given a bddgvwidence can then be calculated
according to the laws of probability theory, indlugl Bayes’ theorem. Below | assume
that the dialogue is about whether a given node dilalogue topic) in the BN has a
posterior probability above a given proof stand&wol. example, for the statement that
the suspect killed the victim it could be a verghiprobability, capturing ‘beyond
reasonable doubt’.

The first principle then is that the communicatianguage and protocol are defined
such that each move operates on the theory undgriyie dialogue. A move can
operate on a theory in two ways: either it extathéstheory with new elements (in a BN
this can be a variable, a link, a prior probabilily a conditional probability) or it
expresses a propositional attitude towards an elewfethe theory (in a BN this can
consist of challenging, conceding or retractinghi,la prior probability or a conditional
probability). This is the first way in which a sgst for theory-building dialogues can
promote relevance, since each utterance must sameleoain to the theory built
during the dialogue.

The second principle is that at each stage of laglia the theory constructed thus far
gives rise to someurrent outcomgwhere the possible outcome values are at least
partially ordered (this is always the case if tladues are numeric). For example, in a
BN the current outcome can be the posterior praibabf the dialogue topic at a given
dialogue stage. Or if the constructed theory isi@umentation framework in the sense
of Dung (1995), then the outcome could be thatititeal claim of the proponent is
justified, defensible or overruled (where justifiesd better than defensible, which is
better than overruled). Once the notion of a curoemicome is defined, it can be used to
define thecurrent winnerof the dialogue. For example, in a BN proponent ba
defined the current winner if the posterior proligbof the dialogue topic exceeds its
proof standard while the opponent is the currenhner otherwise. Or in an
argumentation logic the proponent can be definedthirent winner if his main claim is
justified on the basis of the current theory, while opponent is the winner otherwise.
These notions can be implemented in more or ldsgetkways. One refinement is that
the current outcome and winner are defined reldatvenly the ‘defended’ part of the
current theory. An element of a theory is undefenidiét is challenged and no further
support for the element is given (however the motbsupport is defined). In Prakken
(2005) this idea was applied to theories in themfaf argumentation frameworks:
arguments with challenged premises for which nth&rsupport is given are not part
of the ‘current’ argumentation framework. Likewisea BN with, for example, a link
between two nodes that is challenged.



The notions of a current outcome and current wirgar be exploited in a dialogue
system in two ways. Firstly, the ordering on thegible values of the outcome can be
used to characterize the quality of each partidipacurrent position, and then the
protocol can require that each move (or each attgcknove) must improve the
speaker’s position. For dialogues over BNs thismedhat each (attacking) utterance of
the proponent must increase the posterior prolalfi the dialogue topic while each
(attacking) utterance of the opponent must decriga$ais is the second way in which
a protocol for theory-building dialogues can proencglevance. The notions of current
outcome and winner can also be used in a turntakiteg this rule could be defined
such that the turn shifts to the other side as sa®rihe speaker has succeeded in
becoming the current winner. In our BN example thisans that the turn shifts to the
opponent (proponent) as soon as the posterior pildpaof the dialogue topic is above
(below) its proof standard. This rule was initigtisoposed by Loui (1998) for dialogues
over argumentation frameworks, in combination witie protocol rule that each
utterance must improve the speaker’s position.ratisnale for the turntaking rule was
that thus effectiveness is promoted since no ressuare wasted while fairness is
promoted since as soon as a participant is loshg, is given the opportunity to
improve her position. The same rule is used in IRFAK2005). This is the third way in
which a dialogue system for theory-building dialeguwan promote relevance.

5 Two example systems

In this section | summarise two recent systemshef theory-building kind that |
developed in collaboration with others: Joseph &akRen’s (2009) system for
discussing norm proposals in terms of a coheremteank, more fully described in
Joseph (2010), and Bex & Prakken’s (2008) systemdfscussing crime scenarios
formed by causal-abductive inference, more fullgalided in Bex (2009).

5.1 Discussing norm proposalsin terms of coherence

Paul Thagard (e.g. 2002) has proposed a cohergureaeh to modelling cognitive
activities. The basic structure is a ‘coherencelgtavhere the nodes are propositions
and the edges are undirected positive or negaiives |(‘constraints’) between
propositions. For example, propositions that imgach other positively cohere while
propositions that contradict each other negaticelyere. And a proposal for an action
that achieves a goal positively coheres with ttoat gvhile alternative action proposals
that achieve the same goal negatively cohere vaith ether. Both nodes and edges can
have numerical values. The basic reasoning tagkpartition the nodes of a coherence
graph into an accepted and a rejected set. Sutitiqgres can be more or less coherent,
depending on the extent to which they respect tbestcaints. In a constraint
satisfaction approach a partition’s coherence canoptimized by maximising the
number of positive constraints satisfied and mising the number of constraints
violated. This can be refined by using values afstints and nodes as weights.

Building on this, Joseph (2010) proposes to mod#tlligent agents as coherence-
maximising entities, combining a coherence approaith a Belief-Desire-Intention

architecture of agents. Among other things, Joseptiels how agents can reason about
the norms that should hold in the society of whindy are part, given the social goals



that they want to promote. She then defines a gliEdsystem for discussions on how to
regulate a society (extending the preliminary \@rsof Joseph & Prakken 2009). The
system is for theory-building dialogues in whicle tineory built is a coherence graph.
The agents can propose goals or norms and diselsed matters of belief. The
notions of current outcome and winner are definederms of the agents’ preferred
partitions of the coherence graph, which for eaghn& are the partitions with an
accepted set that best satisfies that agent’'s pooposals and best promotes its social
goals: the more norms satisfied and the more gwalsoted, the better the partition is.

5.2 Discussing crime scenarios in terms of causal-abductive inference

Building on a preliminary system of Bex & Prakke2D(8), Bex (2009) proposes a
dialogue system for dialogues in which crime artalygim to determine the best
explanation for a body of evidence gathered in ime&rinvestigation. Despite this
cooperative attitude of the dialogue participatiig, dialogue setting is still adversarial,
to prevent the well-known problem of ‘tunnel visiar confirmation bias, by forcing

the participants to look at all sides of a case.

The participants jointly construct a theory consgbf a set of observations plus one or
more explanations of these observations in termesaakal scenarios or stories. This
joint theory is evaluated in terms of a logical rabdf causal-abductive inference (see
e.g. Console et al. 1991). In causal-abductiverémiee the reasoning task is to explain a
set of observation® with a hypothesi#l and a causal scenafsuch thaH combined
with C logically implies O and is consistent. Clearly, in general more thae o
explanation for a given set of observations is bssFor example, a death can be
caused by murder, suicide, accident or naturalesautalternative explanations can be
given, then if further investigation is still poskd, they can be tested by predicting
further observations, that is, observable statesffafrsF that are not irD and that are
logically implied byH + C. For example, if the death was caused by murtlen there
must be a murder weapon. If in further investigasoch a prediction is observed to be
true, this supports the explanation, while if iblsserved to be false, this contradicts the
explanation. Whether further investigation is pbksior not, alternative explanations
can be compared on their quality in terms of twibeda: the degree to which they
conform to the observations (evidence) and thesidity of their causal scenarios.

Let me illustrate this with the following dialoguepsely based on a case study of Bex
(2009), on what caused the death of Lou, a suppdstoh of a murder crime.

P1: Lou’s death can be explained by his fractukedl nd his brain damage, which
were both observed. Moreover, Lou’s brain damage lm explained by the
hypothesis that he fell.

0O2: But both Lou’s brain damage and his fracturedllscan also be explained by
the hypothesis that he was hit on the head by gulanobject.

P3: If that is true, then an angular object withulsoDNA on it must have been
found, but it was not found.

In P1 a first explanation is constructed for howuldied, and in O2 an alternative
explanation is given. The latter is clearly bettgrce it explains all observations, while
the first fails to explain Lou’s fractured skullh@&n P3 attacks the latter explanation by



saying that one if its predictions is contradidgdother evidence. The resulting causal-
abductive theory is displayed in Figure 2, in whiobixes with a dot inside are the
observations to be explained, solid boxes withais ére elements of hypotheses, the
dotted box is a predicted observation, solid arrdve$ween the boxes are causal
relations and the dotted link expresses contraticti This theory contains two
alternative explanations for Lou’s death, namdhg hypotheses that Lou fell and that
he was hit with an angular object, both combinethwie causal relations needed to
derive the observations (strictly speaking the dotion of the two explanations also
is an explanation but usually only minimal explaoas$ are considered).

________ No angular object with @
Lou’s DNA is to be found : Lou’s DNA was found

Louhada @
fractured skull

Lou was hit with

Lou died ®
an angular object
Lou had brain @

damage

Lou fell

Figure 2: a causal-abductive theory

But this is not all. In Section 4 | said that, bgywof refinement, parts of a theory built
during a dialogue may be challenged and must tkeesupported, otherwise they should
be ignored when calculating the current outcome @amdent winner. In fact, Bex here
allows that support for elements of a causal-abdeicheory is given by arguments in
the sense of an argumentation logic. Moreover, dfmes how such arguments can be
constructed by applying argument schemes, suchhasetfor withess or expert
testimony, and how they can be attacked on thesbafscritical questions of such
schemes. So in fact, the theory built during aadjaé is not just a causal-abductive
theory but a combination of such a theory with gidal argumentation framework in
the sense of Dung (1995).

Consider by way of illustration the following comt@iation of the above dialogue. (Here
| slightly go beyond the system as defined in B2Q0Q), which does not allow for
challenging elements of a causal-abductive theoti & ‘why’ move but only for
directly moving arguments that support or contrasiich elements.)

O4: But how do you know that no angular object vittu’'s DNA on it was found?

P5:  This is stated in the police rapport by pobtfecer A.

P6: By the way, how do we know that Lou had braimege?

O7: This is stated in the pathologist’s report Aieds an expert on brain damage.

P8:  How can being hit with an angular object cdusén damage?

09: The pathologist says that it can cause braimmag@, and he is an expert on brain
damage.



010: By the way, how can a fall cause brain damage?

First O4 asks for the ground of P’s statement mioadngular object with Lou’s DNA on

it was found, which P5 answers by an applicatiorthef withess testimony scheme.
Then P6 asks where the observation that Lou had deanage comes from, which O7
answers with an argument from expert testimonynTip@ challenges a causal relation
in O’s explanation, which O9 then supports with theo argument from expert
testimony. In his turn O10 challenges a causatioglan P’s explanation, which P fails
to support. The resulting combination of a caubal&tive theory with an ‘evidential
argumentation framework is displayed in Figure &¢hshaded boxes indicate that the
proposition is a premise of an argument, and limiteout arrows are inferences, in this
case applications of argument schemes).

: An angular object with - _______ No angular object with @
Lou’s DNA is to be found : Lou’s DNA was found
Louhada @
fractured skull Witness testimony
Lou was hit with Lou died @
an angular object
Lou had brain @ Police officer A declared that
damage no angular object with Lou’s
DNA was found
Lou fell / Expert
testimony
Expert t¢stimony
The pathologist The pathologist The pathologist
stated that being hit is an expert on stated that Lou had
with an angular brain damage brain damage

object can cause
brain damage

Figure 3: a causal-abductive theory combined with an argumentation framework

To implement the notions of a current outcome amdent winner, Bex (2009) first
defines the quality of causal explanations in teaintsvo measures: the extent to which
they explain, are supported or are contradictethbyevidence, and the extent to which
the causal relations used in the explanation aesghle. Roughly, the plausibility of a
causal relation is reduced by giving an argumeatresg it, and it is increased by either
defeating this argument with a counterargument ioectly supporting the causal
relation with an argument. (Bex also defines hoe fhausibility of an explanation
increases if it fits a so-called story scheme,tbigt will be ignored here for simplicity.)
Then the current outcome and winner are defingdrims of the relative quality of the
explanations constructed by the two participaritss thus clear, for instance, that P3
improves P’s position since it makes O’s explamatieing contradicted by a new
observation. Likewise, O4 improves O’s position csinit challenges this new
observation, which is therefore removed from theently defended part of the causal-
abductive theory and so does not count in detengirthe current quality of O’s
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explanation, which therefore increases. In the sesang P8 improves P’s position by
challenging a causal relation in O’s explanatidteravhich O9 improves O’s position

by supporting the challenged causal relation witlagument (note that in this example
the criterion for determining the current winnehmatt is, the proof standard, is left
implicit).

A final important point is that the arguments added Figure 3 could be
counterattacked, for instance, on the basis ofctitecal questions of the argument
schemes from witness and expert testimony. Thdtmgicounterarguments could be
added to Figure 3 in the same way as in Figuré jusiified, their effect would be that
the statements supported by the attacked argunaeetsemoved from the s@ of
observations or from the s€tof causal relations. In other words, these wouwlth® in
the defended part of the causal-abductive theory would thus not count for
determining the current outcome and winner. Fonmgta, if O succeeds in discrediting
police officer A as a reliable source of evidentteen the quality of O’s position is
improved since its explanation is no longer conttad by the available evidence.

6 Conclusion

This paper has addressed the relation between dogieal and formal-dialogical
accounts of argumentation. | have argued how psrgiargumentation as a kind of
dialogue is possible without assuming argumentd (unterarguments) as inferential
structures. The motivation for this paper was tihat object of a conflict of opinion
(which persuasion dialogues are meant to resolena always be most naturally cast
in the form of arguments but sometimes conformanother kind of inference, such as
abduction, statistical reasoning or coherence-basagoning. | have accordingly
proposed the notion of a theory-building argumentatdialogue, in which the
participants jointly build a theory that is govedngy some notion of inference, whether
argument-based or otherwise, and which can be taseldaracterize the object of their
conflict of opinion. | then proposed some princgpfer designing systems that regulate
such dialogues, with special attention for how ¢hpenciples promote relevance and
coherence of dialogues. Finally, | discussed tveemé dialogue systems in which these
ideas have been applied, one for dialogues ovaremionist coherence graphs and one
for dialogues over theories of causal-abductivererice. The discussion of the latter
system gave rise to the observation that sometihezsies that are not argument-based
must still be combined with logical argumentatiamanieworks, in order to model
disagreements about the input elements of theidgeeor

References

Bex, F.J. (2011)Arguments, Stories and Criminal Evidence. A Forkigbrid Theory
Dordrecht: Springer Law and Philosophy Library,9#

Bex. F.J. & Prakken, H. (2008), Investigating serin a formal dialogue game. In

T.J.M. Bench-Capon & P.E. Dunne (EdsGomputational Models of Argument.
Proceedings of COMMA 20083-84. Amsterdam: 10S Press.

11



Console, L., Dupré, D.T. & Torasso, P. (1991), tBa relationship between abduction
and deductionJournal of Logic and Computatiall 661-190.

Dung, P.M. (1995), On the acceptability of argurseand its fundamental role in
nonmonotonic reasoning, logic programming and rsqoer games. Artificial
Intelligence77: 321-357.

Gordon, T.F. (1995),The Pleadings Game. An Artificial Intelligence Mbd#
Procedural JusticeDordrecht/Boston/London: Kluwer Academic Publishe

Hamblin, C.L. (1970)Fallacies.London: Methuen.
Hamblin, C.L. (1971), Mathematical models of dialegrheoria37: 130-155.

Joseph, S. (2010)Coherence-Based Computational Agen®poctoral dissertation
Universitat Autonoma de Barcelona, Spain.

Joseph S. & Prakken, H. (2009), Coherence-drivgnraentation to norm consensus.
Proceedings of the Twelfth International ConfereanéArtificial Intelligence and Law
58—-67. New York: ACM Press.

Lodder, A.R. (1999),DiaLaw. On Legal Justification and Dialogical Modelof
ArgumentationDordrecht: Kluwer Law and Philosophy Library, dQ.

Loui, R.P. (1998), Process and policy: Resourcertied nhondemonstrative reasoning.
Computational Intelligencé4: 1-38.

Mackenzie, J.D. (1979), Question-begging in non-dative systems.Journal of
Philosophical Logi@: 117-133.

Modgil, S. & Caminada, M. (2009), Proof theoriesdaalgorithms for abstract
argumentation frameworks. In Rahwan & Simari (20@®) 105-129.

Parsons, S., Wooldridge, M. & Amgoud, L. (2003)pparties and complexity of some
formal inter-agent dialoguedournal of Logic and ComputatidiB: 347-376.

Prakken, H. (2005) Coherence and flexibility inldgue games for argumentation,
Journal of Logic and Computatidib: 1009-1040.

Prakken, H. (2006). Formal systems for persuasigsoglie. The Knowledge
Engineering RevieW1: 163-188. Revised and condensed version in Ral&Simari
(2009), pp. 281-300.

Prakken, H. (2008), A formal model of adjudicatidimlogues.Artificial Intelligence
and Law16: 305-328.

Prakken, H. (2010), On the nature of argument seiserim C.A. Reed & C. Tindale

(Eds.) Dialectics, Dialogue and Argumentation. An Examioiatof Douglas Walton's
Theories of Reasoning and Argumeug. 167-185. London: College Publications.

12



Prakken, H. & Sartor, G. (1997), Argument—-basecmaé¢d logic programming with
defeasible prioritieslournal of Applied Non—classical Logi€s25-75

Rahwan, I. & Simari, G.R. (Eds.) (20099rgumentation in Artificial Intelligence
Berlin: Springer.

Thagard, P. (2002 oherence in Thought and Actidbambridge, MA: MIT Press.

Walton, D.N. (1996)Argumentation Schemes for Presumptive Reasohagrence
Erlbaum Associates, Mahwah, NJ.

Walton, D.N. & Krabbe, E.C.W. (1995;ommitment in DialogueBasic Concepts of
Interpersonal Reasonintate University of New York Press, Albany (Newrk)o

Woods, J. & Walton, D.N. (1978), Arresting circles formal dialoguesJournal of
Philosophical Logic7: 73-90.

13



