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Abstract

There is limited research on fairness in automated decision-
making systems in the clinical domain, particularly in the
mental health domain. Our study explores clinicians’ percep-
tions of AI fairness through two distinct scenarios: violence
risk assessment and depression phenotype recognition us-
ing textual clinical notes. We engage with clinicians through
semi-structured interviews to understand their fairness per-
ceptions and to identify appropriate quantitative fairness ob-
jectives for these scenarios. Then, we compare a set of bias
mitigation strategies developed to improve at least one of the
four selected fairness objectives. Our findings underscore the
importance of carefully selecting fairness measures, as prior-
itizing less relevant measures can have a detrimental rather
than a beneficial effect on model behavior in real-world clin-
ical use.

Introduction
In the evolving landscape of mental healthcare, the integra-
tion of automated decision-making systems presents both
opportunities and challenges. Among these challenges, en-
suring fairness in algorithmic decisions is critical, given the
potential for these systems to perpetuate or even amplify
existing biases. Despite its importance, there is a notable
scarcity in the empirical exploration of fairness, specifically
in psychiatric predictive models (Şahin et al. 2024).

This paper seeks to bridge this gap by focusing on the
concept of (binary) gender fairness within Natural Lan-
guage Processing (NLP) models in mental health. We ana-
lyze two important Electronic Health Records (EHR) appli-
cations: the assessment of violence risk and the recognition
of depression phenotypes, both through the analysis of tex-
tual clinical notes. These scenarios are important in mental
health care, where accurate and fair assessments can signifi-
cantly influence patient treatment paths and outcomes.
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Fairness assessment is typically driven by machine learn-
ing researchers to ensure their algorithms are fair, and sev-
eral mathematical or statistical approaches are used to test
the fairness of algorithms. While this is surely useful, it
misses a crucial aspect. It is important to involve different
groups in such assessments, such as domain experts, ethics
experts, and lay people (e.g., patients) (World Health Or-
ganization 2024). Our exploration begins with an investiga-
tion into clinicians’ perceptions of fairness in these contexts.
Understanding the clinical perspective is essential, as it di-
rectly influences the acceptance and effectiveness of auto-
mated systems in real-world settings. We conducted semi-
structured interviews to gather insights from clinicians, aim-
ing to identify and prioritize quantitative fairness objectives
that align with clinical expectations and ethical standards.

Building upon these insights, we compare and evaluate a
range of bias mitigation strategies. Each method is designed
to address one or more of the quantitative fairness objectives.
This comparative analysis is crucial for understanding how
different approaches to fairness can influence the behavior
and effectiveness of NLP systems in mental health applica-
tions. Our results underscore the significance of choosing
suitable fairness metrics. We show that emphasizing less
pertinent measures can lead to detrimental effects on the
model’s behavior and, consequently, on fairness in patient
care, rather than yielding positive outcomes. This highlights
the complex interplay between technical objectives and clin-
ical outcomes in developing fair NLP systems.

We summarize the main contributions of this study as fol-
lows:
• We conduct semi-structured interviews with clinicians to

gain insights into their perceptions of fairness using two
case studies in mental healthcare. We summarize and dis-
cuss seven main themes that emerged from our qualita-
tive analysis of the interviews.

• We evaluate various automatic bias mitigation techniques
for a set of fairness objectives. This evaluation highlights
the importance of involving domain experts in carefully
selecting fairness measures as an essential component of
the ML development process in the clinical domain. We
show that in some cases, even though the methods seem
to improve a few fairness dimensions, the most critical



fairness measure chosen by the clinicians is not satisfied.

Fairness of NLP models in mental health
Fairness studies in natural language processing (NLP) can
be broadly categorized into two areas: fairness in down-
stream models and fairness in word embeddings, respec-
tively. Research in these categories has addressed a vari-
ety of domain-independent problems (Mathew et al. 2021;
Bolukbasi et al. 2016). Although more research is needed,
there is a growing recognition of the importance of fair-
ness in clinical NLP tasks as well. Studies have addressed
issues in mortality risk prediction models (Singh et al. 2021;
Zhang et al. 2020), depression recognition models using so-
cial media (Aguirre, Harrigian, and Dredze 2021; Cheong
et al. 2023), and gender bias in word embeddings for the
depression domain (Sogancioglu, Kaya, and Salah 2023).

In this study, we focus on the fairness of clinical NLP
models in the mental health domain. These applications are
based on the analysis of clinical experts’ case notes, or pa-
tient transcripts.

Biases can be introduced at various stages of the pipeline
of such systems, including sampling bias (e.g., healthcare
access disparities), design choices for AI models, or lan-
guage variations in patient case notes (Bagheri et al. 2023).
Naturally, we want our systems to be fair with regards to pa-
tient demographics, such as biological sex1 and age. How-
ever, these are clinically relevant features for many medical
issues. Omitting these features in an attempt to be more fair
can lead to lower accuracies for some tasks, which is partic-
ularly problematic in medicine. Understanding what fairness
means for a given clinical problem is crucial for addressing
it appropriately.

In the mental health domain, various modalities have been
explored beyond fairness analysis of NLP models (Aguirre,
Harrigian, and Dredze 2021). These include motor activity
data (Cheong et al. 2023), electronic health record (EHR)
data (Mosteiro et al. 2022), audio-only (Bailey and Plumb-
ley 2021), and audio-video models (Wei et al. 2023). While
some studies report only performance score differences be-
tween gender groups (Yoon et al. 2022; Rejaibi et al. 2022),
many others examine multiple fairness measures to analyze
fairness and compare bias mitigation methods (Mosteiro
et al. 2022; Cheong et al. 2023). These measures include
Equal Accuracy, Disparate Impact, Statistical Parity, Equal
Opportunity, and Equalized Odds. However, to the best of
our knowledge, none of these approaches involve domain
experts in evaluating the importance of these measures. On
the other hand, the importance of collaborations between AI
researchers and clinicians is highlighted by several studies
to ensure fairness and usability (Banja et al. 2023; Liu et al.
2023).

This paper aims to address this gap by collaborating
with clinicians to assess their needs with regard to fairness
through two case studies. In the next section, we describe the

1We use gender and sex interchangeably here, as it is frequently
done in the fairness literature, but note that gender is a complex
socio-cultural construct.

fairness measures considered in this paper. This will be fol-
lowed by our survey design, which was developed to gather
clinicians’ input.

Quantitative fairness objectives
Setting the appropriate fairness objectives for a given task is
the first decision for designing a fair AI model. A recent
review paper lists ten definitions of fairness and its mea-
sures (Mehrabi et al. 2021). However, in practice, it is not
possible to satisfy multiple fairness measures at the same
time (Chouldechova 2017). The appropriate fairness mea-
sure for a model depends on its use case and the definition
of fairness for such an application (Czarnowska, Vyas, and
Shah 2021).

The fairness notions can be mainly categorized into
“group” and “individual” fairness, based on the definition
of bias. For our study, considering the clinical use cases, we
carefully selected four statistical fairness measures from the
available quantitative measures in the literature: 1. Counter-
factual Token Fairness, 2. Equal Opportunity, 3. Predictive
Equality, and 4. Equal Accuracy measures. Before provid-
ing more detail, we note here that while performance parity
measures are often used in the literature, individual fairness
is less studied, and we chose counterfactual token fairness to
evaluate models from this perspective.

Counterfactual Token Fairness (CTF )
Counterfactual fairness (Kusner et al. 2017) aims to satisfy
individual fairness, and a decision is considered counterfac-
tually fair towards an individual if it is the same in the actual
world and a counterfactual world where the individual be-
longs to a different demographic group. We measure coun-
terfactual token fairness (Garg et al. 2019), which is based
on the idea of creating perturbations by substituting tokens
associated with identity groups.

In our use cases, this measure expects the model to behave
the same given two clinical notes that differ only in gender
pronouns. To quantify the fairness of trained machine learn-
ing (ML) models in terms of counterfactual token fairness,
we first create counterfactual pairs for each note in the test
set by substituting gender pronouns (e.g., he→she) in the
original datasets. Then, we use mismatch ratio (Rm), namely
the number of pairs with mismatched predictions (d) divided
by the total number of counterfactual pairs (NCP ), as given
by the following equation:

Rm =
d

NCP
. (1)

Equal Opportunity (EqOpp)
EqOpp states that each group of given sensitive attributes
should have equal true positive rates (Hardt, Price, and Sre-
bro 2016). In other words, it ensures that people with a pos-
itive actual outcome have the same chances for positive pre-
dictions, regardless of their sensitive group.

Let G ∈ {g0, g1} be the sensitive attribute and let Y and Z
denote the actual label and predicted label, respectively. For



Figure 1: Example pairwise comparisons of fairness metrics from structured interview questions of Violence Risk Assess-
ment use case: [Left] Comparison between Equal Opportunity and Predictive Equality; [Right] Comparison between Predictive
Equality and Counterfactual Token Fairness.

a classifier to be considered fair according to Equal Oppor-
tunity, it must satisfy the condition P [Z = 1|Y = 1, G =
g0] = P [Z = 1|Y = 1, G = g1]. Thus, the EqOpp fairness
measure is defined as the ratio of the true positive rates of
groups g0 and g1, as given below:

EqOpp =
P [Z = 1|Y = 1, G = g0]

P [Z = 1|Y = 1, G = g1]
. (2)

Predictive Equality (PredEq)
PredEq requires false positive rates to be equal for given two
sensitive groups g0, g1 (Corbett-Davies et al. 2017).

PredEq =
P [Z = 1|Y = 0, G = g0]

P [Z = 1|Y = 0, G = g1]
. (3)

Equal Accuracy (EAcc)
EAcc ensures that both subgroups, g0 and g1 should have
equal rates of accuracy. Since for both classification models,
macro-averaged F1 is used as a performance measure, we
formulate the EAcc accordingly.

EAcc =
F1g0
F1g1

. (4)

For all performance parity measures (EqOpp, PredEq,
and EAcc), the disadvantaged group’s performance is nor-
malized by the advantaged group’s performance to ensure

the score is in the [0, 1] range. The higher the ratios, the
fairer the model’s predictions. An ideal score of 1 indicates
a perfectly fair system.

Deciding on fairness objectives
Since theoretically it is impossible to satisfy all fairness
measures simultaneously (Chouldechova 2017), we will aim
to understand and determine the ranking of these measures
by their importance to the domain experts. Involving do-
main experts is especially important for tasks that demand
extensive domain knowledge. However, effectively commu-
nicating potential fairness measures and objectives to a non-
technical audience poses some challenges (Saha et al. 2020).
Inspired by the previous literature on designing surveys on
fairness measures (Harrison et al. 2020), we prepared a sur-
vey and tested it for two use cases: violence risk assess-
ment and depression phenotype recognition, respectively.
We have two goals in these surveys: gaining a better under-
standing of the fairness perceptions of clinicians, and rank-
ing the quantitative fairness measures for a given use case.

The survey consists of four main sections:

• Project information and consent form: We provide an
overview of the project, detailing our aims and objec-
tives. We emphasize that there will be no recordings,
survey outputs are kept strictly confidential, and that re-
sults are only reported in an aggregated form. The survey
starts only after participants have reviewed this informa-
tion and provided consent.

• Demographic information and knowledge level ques-
tions: Participants provide (optional) personal details and



respond to queries assessing their understanding of the
subject matter.

• Explanation of bias measures and assessment of their
significance: Besides open-ended questions, bias mea-
sures are explained, and participants are asked to rate
their importance within given scenarios using a 4-point
scale (1: not a relevant measure; 2: maybe important, 3:
should be satisfied, 4: must be satisfied).

• Pairwise model comparisons: Participants are presented
with pairs of models and are asked to choose the one they
perceive as being fairer. Example pairwise choices are il-
lustrated in Figure 1. In the example presented on the
left, the aim is to identify the significance of Equal Op-
portunity versus Predictive Equality. In the other exam-
ple (right block), participants are told to select between
a model emphasizing Predictive Equality and one prior-
itizing Counterfactual Token Fairness. We selected the
values of 20% and 30% to represent a noticeable, yet
realistic disparity. Using hard-coded values focused the
user study on relative perceptions of fairness measures,
avoiding the complexity of varied model outputs. Con-
sistent use across all experiments maintained simplicity
and consistency, aiding reader comprehension and com-
parison.

To ensure clarity of (technical) questions for non-
technical participants, the survey was improved iteratively
based on feedback from four AI researchers and one senior
psychiatrist.

We identified three challenges for the survey setting. First,
it was particularly challenging for participants with limited
AI experience, and some questions required further clarifica-
tion (such as the definition of counterfactual token fairness).
It should be noted that the use cases we worked with were
not necessarily familiar to the clinicians. The second chal-
lenge was the terminology differences between computer
science and psychiatry. For instance, clinicians more fre-
quently used the term ‘sensitivity’ rather than ‘true positive
rates’ or ‘recall’, indicating that the concept of ‘equal oppor-
tunity’ is more easily understood when explained through
the measure of sensitivity. Third, as fairness in mental health
is a highly complex topic that requires consideration of nu-
merous issues, it was not suitable for a shorter survey setting.
Consequently, we decided to conduct longer interviews, in
which participants completed the survey with assistance.
This approach also enabled us to ask more open-ended ques-
tions based on their responses.

We restricted our pool of potential participants to individ-
uals with clinical experience, specifically in psychiatry or
clinical psychology, and reached out to them through depart-
mental email lists and personal networks. The survey can be
found in the Github repository1.

Case studies
In this section, we describe our two case studies, both NLP
based problems in mental health: violence risk assessment
and depression phenotype recognition, respectively.

1https://github.com/gizemsogancioglu/gender-bias-mental-
health

Violence risk assessment
For this task, we have used a dataset for predicting violence
incidents, procured from the Psychiatry Department of the
University Medical Center Utrecht (UMCU) in the Nether-
lands.

The study was approved by the ethics board of the hos-
pital; the data access was limited, and personal data was
not taken out of the servers. Violent incidents are reported
by healthcare professionals, typically involving verbal and
physical aggression from patients directed at staff or other
patients. The objective is to predict violence incidents be-
tween the first and 28th day of admission, based on clinical
texts written up to and including the first day of admission.

Most of the clinically relevant information was entered
into the Electronic Health Record (EHR) in free text format
by psychiatrists and nurses, with entries typically contain-
ing between 100 and 500 words in Dutch. These are respec-
tively referred to as ‘doctor notes’ and ‘nurse notes’. Doc-
tor notes mainly contain information about patient history,
current treatment details (e.g., types of medication and ther-
apy), and changes therein. Nurse notes typically contain de-
tails about the patient’s current well-being and activities. All
notes were de-identified using the De-identification Method
for Dutch Medical Text (DEDUCE) before any other pro-
cessing took place (Menger, Scheepers, and Spruit 2018;
Mosteiro et al. 2021). All notes collected between 28 days
before and 1 day after the beginning of the admission pe-
riod are concatenated and considered a single period note for
each admission period. The outcome variable is determined
based on the occurrence of a violence incident within 1 to
28 days after the start of the admission period. If such an in-
cident occurs, the outcome is recorded as violent (positive),
otherwise, it is noted as non-violent (negative).

Negative Positive Total
UMCU-Violence
Male 1822 259 2081
Female 2033 166 2199
Total 3855 425 4280

MIMIC-Depression
Male 278 134 412
Female 184 119 303
Total 462 180 715

Table 1: The number of examples per gender for Violence
and MIMIC-III datasets, respectively.

Depression phenotype recognition
Our second case study is about the recognition of depression
phenotypes from clinical notes. We have used the Multipa-
rameter Intelligence Monitoring in Intensive Care (MIMIC-
III) (Johnson et al. 2016) Clinical Database, which consists
of clinical note events in the English language that describe
the diagnosis and treatment of more than 40.000 adult pa-
tients at the Intensive Care Unit of Beth Israel Deaconess
Medical Center (located in Boston, Massachusetts, USA),



between 2001 and 2012. Access to the MIMIC-III dataset is
possible after completing a recognized course in protecting
human research participants and signing a data use agree-
ment 2.

The clinical notes are of varying types, such as discharge
summaries, nursing notes, and radiology reports. Moreover,
patient demographic information and ICD-9 (International
Classification of Diseases, 9th Revision) codes are stored
in electronic health records. ICD-9 codes, assigned by the
billing department, represent the conditions or treatments
that patients receive. However, much of the information is
only detailed in the clinical notes. For this reason, the sub-
set of the dataset was annotated by two groups consisting
of both physicians and clinical researchers (Moseley et al.
2020a) for 13 clinical patient binary phenotypes, including
mental disorders and physical diseases, such as heart dis-
ease.

Since our focus is depression phenotype recognition, we
used the examples annotated as ‘depression’ phenotype as
positive examples. The depression phenotype description
used for annotation includes the diagnosis of depression,
prescription of anti-depressant medication, or any descrip-
tion of intentional drug overdose, suicide, or self-harm at-
tempts (Moseley et al. 2020a). The annotated database has
844 examples. If a phenotype occurs in the clinical note,
this was annotated as 1, otherwise 0. A single clinical note
can contain multiple phenotypes. For each instance in the
dataset, if at least one of the annotators labeled it as a posi-
tive example, it was subsequently used as a positive instance.
From the remaining notes, we disregard the ones that are an-
notated for psychiatric disorders phenotype, as they might
share several symptoms (comorbidity) with depression ex-
amples. Therefore, the remaining notes were used as nega-
tive examples.

Classification models and experimental setup
Predictive models
Following earlier studies (Moseley et al. 2020b; Menger,
Scheepers, and Spruit 2018), we train binary classification
models for both depression phenotype recognition and vi-
olence risk assessment problems. We apply the same pre-
processing steps for both datasets to clean them before fea-
ture extraction; including the removal of digits, special sym-
bols, punctuation, and one-character terms.

We use pre-trained non-contextual and biomedical
domain-specific FastText (Bojanowski et al. 2017) embed-
dings, namely Bio-W2Vec, to extract features. The UMCU
dataset, used for training the violence risk assessment
models, is in Dutch, while the MIMIC-III dataset, used
for training the depression phenotype classifier, is in En-
glish. Therefore, we utilize language-specific pre-trained
word embeddings that are similar in methodology and do-
main. Zhang et al. (2019) provide 200-dimensional pre-
trained English biomedical word embeddings, trained on
Pubmed. Unfortunately, there were no publicly available
Dutch non-contextual clinical word embeddings, so we fol-
lowed Menger, Scheepers, and Spruit (2018) and trained the

2https://physionet.org/content/mimiciii/1.4/

FastText model on the entire UMCU Violence dataset, yield-
ing 100-dimensional word vectors.

To extract features for a clinical note, we first obtain each
word vector from the pre-trained embeddings, and then use
the average vector representation as the feature representa-
tion for the text. The vectors are z-normalized using param-
eters estimated from the respective training set, and Support
Vector Machine (SVM) models are trained for each binary
classification problem.

Evaluation of performance. In clinical models, macro-
averaged F1 score and Area Under Curve (AUC) are among
the most common measures due to the imbalanced nature of
the problems (Gehrmann et al. 2018). In this study, we use
a macro-averaged F1 score as the main performance mea-
sure for tuning all models. We chose it not only to provide
consistency across the models, but also to focus on binary
predictions rather than on continuous scores. Fairness mea-
sures for binary predictions are also easier to interpret, and
consequently, binary predictions simplify the evaluation of
fairness measures.

Training procedure. We employ a consistent experimen-
tal framework to train binary models for both violence
risk assessment and depression phenotype recognition. To
ensure the generalizability of our findings, we implement
five iterations (random seed = {0,1,2,3,4}) of 10-fold strati-
fied cross-validation, resulting in the training, validating and
testing of 50 models per task. Each train, validation and test
set has an equal number of examples for each gender-class
group and they reflect distributions similar to those observed
in the original dataset.

Hyperparameter tuning is performed on the validation set
for each model, tuning the C parameter (ranging from 0.01
to 10 with exponential increments) and the selected kernel
(∈ {rbf, linear}). These models, trained on the original
dataset, are referred to as original models in our experi-
ments.

Bias mitigation methods
Bias mitigation methods often come with trade-offs, and as
such, are carefully selected and evaluated to find a balance
between predictive power and fairness. We use and evaluate
five different approaches that are used at different stages of
the machine learning (ML) pipeline.

Bias mitigation algorithms can be categorized into three
main groups (Mehrabi et al. 2021): 1. Pre-processing modi-
fies the training dataset or features to prevent learning biased
relationships. 2. In-processing adjusts learning algorithms
during training to reduce discrimination. 3. Post-processing
transforms predictions into fairer outcomes after training.

Clinical notes for both datasets are written by the nurse or
the practitioner. Thus, gender pronouns are explicitly used
in the datasets to refer to the patient. Although these are not
explicitly given as a feature of the machine learning model,
they are extensively available in textual notes. Moreover, as
shown earlier in the Case Studies section, class distributions
vary across gender groups for both tasks, which can impact
model performance for less represented groups. Given this



Male terms Female terms Neutralized terms
he she patient
man woman patient
his her its
him her its
male female <SPACE CHAR>
Sex: M Sex: F Sex: <SPACE CHAR>

Table 2: The English list of female, male, and neutralized
terms that are used for gender swapping and gender neutral-
ization. Swapping: female terms ←→ male terms, Neutral-
ization: (female or male) terms→ neutralized terms.

disparity, pre-processing approaches are promising in en-
hancing fairness. We evaluate three common pre-processing
methods, along with one post-processing method. Each of
these approaches is explained in detail below.

Pre-processing: Data Augmentation. The training
dataset is augmented by substituting gender pronouns with
those of another gender group. Subsequently, a binary
classifier is trained using both the original and the modified
datasets combined. This approach is assessed as a bias
mitigation method, specifically targeting counterfactual
token fairness. It aims to instruct the model not to exhibit
any explicit differences between counterfactual pairs (e.g.,
swapping ‘she’ with ‘he’, or ‘woman’ with ‘man’) as can be
seen in Table 2.

Pre-processing: Data Neutralization. In addition to the
training data, the entire dataset is rendered gender-neutral by
either eliminating or substituting all gender-specific terms
used to refer the patient with gender-neutral alternatives (see
Table 2). This straightforward approach has also been em-
ployed in prior studies (Garg et al. 2019).

The data augmentation and data neutralization approaches
are both central to the counterfactual token fairness assump-
tion, which expects two identical notes with different gen-
der terms to have the same outcome/prediction. These ap-
proaches were previously shown to be very successful for
counterfactual token fairness (Garg et al. 2019) in different
problems such as hate speech detection (Zhao et al. 2018)
and patient phenotype recognition (Sogancioglu, Kaya, and
Salah 2023). The list of Dutch terms that are neutral-
ized/swapped can be found in the Github repository1.

Pre-processing: Reweighing Kamiran and Calders
(2012) proposed a pre-processing method that assigns
weights to each training example based on its sensitive
attribute-class class combination. This method is particu-
larly useful when dealing with data imbalance, as it aims to
enhance fairness by assigning higher weights to examples
from minority groups, ensuring these underrepresented
groups and outcomes receive more emphasis.

Post-processing: Reject Option Classification (ROC)
One widely used post-processing-based bias mitigation
technique is the Reject Option Classification (ROC), intro-
duced by Kamiran, Karim, and Zhang (2012). This method

targets the low-confidence region of a classifier’s predic-
tions, utilizing the validation set to identify an optimal
threshold that balances fairness. In our approach, we ap-
ply the ROC method to adjust decision thresholds within
this low-confidence region, aiming to optimize both true and
false positive rates.

Gender-specific models We train separate models for
each demographic group, a common practice in clinical
tasks that may show differences due to gender. During pre-
diction, examples from female individuals are predicted us-
ing the model trained specifically on the female subset,
while examples from male individuals are classified by the
model trained exclusively on the male subset.

Findings and experimental results
In this section, we first present the results of the interviews
and discuss the themes that emerged from them. Then, we
elaborate on the experimental results of the NLP models
and bias mitigation methods in terms of fairness and per-
formance.

The results of semi-structured interviews:
clinicians’ perceptions on AI fairness
A total of 8 participants (2 clinical psychologists and 6 psy-
chiatrists) were interviewed between March-April 2024. The
duration of the interviews was 20-30 minutes per use-case.
Three participants were interviewed for two use-cases, while
the remaining participants were randomly shown one of the
two use-cases. This resulted in five interviews for the de-
pression phenotype classification use-case and six for the
violence risk assessment use-case, respectively. Overview of
participants and demographics are given in Table 3. The par-
ticipants have varying levels of knowledge and experience
with AI models and EHR data.

The thematic analysis was conducted by the first au-
thor. Initial codes were developed manually, without the
use of qualitative analysis software. Codes were organized
into potential themes, which were then reviewed and refined
through an iterative process. The refinement process focused
on ensuring clarity and distinctiveness of each theme, result-
ing in seven final themes which we explain in detail below.

• Use-Case/Goal/Intervention dependent fairness: All par-
ticipants recognize the importance of fairness in predic-
tive models. Fairness is context-dependent, with the de-
sired balance of performance measures differing between
scenarios such as violence and depression. This reflects
a broader principle that fairness must be adaptable to
the specifics of each clinical application, recognizing the
unique challenges and implications of different condi-
tions. It has been noted that in medicine, the main prin-
ciple is “first, do no harm”, leading to a greater empha-
sis on avoiding false positives. However, perceptions of
fairness may change depending on the intervention and
potential outcomes.

• No sacrifice from accuracy: The importance of overall
prediction performance (e.g., F1) is highlighted by all



Background Experience (years) Age Group Gender Use-case Country AI Level EHR Level

Psychiatry 5-10 36-45 F D NL 4 4
Psychiatry 1-5 25-35 F D NL 1 4
Psychiatry 1-5 25-35 F V NL 3 3
Psychiatry 1-5 25-35 F V NL 4 3
Psychiatry > 10 56-65 M V NL 3 3
Psychiatry > 10 46-55 F V + D NL 4 4
Clinical Psychology 5-10 25-35 F V + D NL 3 3
Clinical Psychology > 10 46-55 F V + D TR 2 2

Table 3: Overview of Participants. V: Violence risk assessment use-case, D: Depression phenotype recognition use-case, F:
Female, M: Male. AI and EHR knowledge levels are on a 5-point scale (5: extremely, 4: very, 3: moderately, 2: slightly
knowledgeable, 1: not knowledgeable at all).

EqOpp EAcc PredEq CTF

Violence
must be satisfied 2 0 1 0
should be satisfied 2 3 5 0
maybe important 2 3 0 3
not relevant 0 0 0 3

important 4/6 3/6 6/6 0/6
Depression
must be satisfied 2 1 1 2
should be satisfied 3 4 4 3
maybe important 0 0 0 0
not relevant 0 0 0 0

important 5/5 5/5 5/5 5/5

Table 4: Importance distributions of fairness measures.

participants (n=8), and sacrificing it to equalize perfor-
mance measures across gender groups is often not ac-
ceptable for models implemented for the mental health
domain. The primary goal is to provide the best possible
care for each patient, group, and subgroup, taking into ac-
count their unique characteristics. It was suggested that
when performance disparities exist between groups, ef-
forts should focus on understanding and enhancing the
outcomes for disadvantaged groups rather than diminish-
ing the accuracy for advantaged groups.

• No fairness through unawareness: Fairness through un-
awareness, as measured in fairness literature, is defined
as follows: “An algorithm is fair as long as any protected
attributes are not explicitly used in the decision-making
process” (Mehrabi et al. 2021). On the other hand, sex
and age are clinically relevant features for most clinical
problems, including depression diagnosis and violence
risk assessment. Thus, excluding it when relevant is per-
ceived as unfair by clinicians as it can worsen the per-
formance and fairness of the models. Clinicians empha-
size the importance of being aware of clinical differences
(e.g., symptoms) among certain groups and considering
these differences in the decision-making process. While
they indicate that they would not use gender for identify-

ing depression phenotype if they were decision-makers,
the majority (n=4 over 5 participants) do not view its use
in NLP models as unfair.

• Variable importance of performance measures by gen-
der: The importance of different performance measures
(e.g., false positive and negative rates) is seen to vary by
gender, especially in the context of violence. For males,
minimizing false negatives is prioritized due to the typi-
cally more physical nature of their aggression. It was em-
phasized that increasing the false negative rate for males
to improve fairness metrics is unacceptable, whereas do-
ing so for females might be more tolerable given the po-
tential harm to staff members as an outcome.

• Awareness of gender biases in clinical practices: There is
an acknowledgment of historical and ongoing gender bi-
ases in clinical practices, such as the use of male-centric
criteria for diagnoses (Lai et al. 2015). In this case, biases
may also arise from the way the AI model or problem
is defined, such as targeting predominantly male-centric
symptoms for a diagnosis of mental disorders, unknow-
ingly reflecting biases present in clinical knowledge. This
highlights the need for fairness in not just algorithmic
models, but also in the broader clinical diagnostic crite-
ria and treatment practices.

• Communication and knowledge among clinicians: En-
suring that clinicians are aware of any performance
differences in models by gender is vital for informed
decision-making. Such transparency enables better uti-
lization of models in clinical practice, ensuring that inter-
ventions are as effective and fair as possible. The impor-
tance of transparency and explainability was mentioned
by a few participants (n=4 over 8 participants). It was
highlighted that capabilities and accuracy of AI models
should be communicated to clinicians. If it is known that
the model works better for some groups, clinicians can
be educated and informed to use these models cautiously
to prevent disparities.

• Fairness beyond gender: There is a consensus that while
gender should be considered to ensure fairness, it is far
from being sufficient. Fairness for other groups (e.g., age
groups) and subgroups (e.g., young females) should be
studied. Additionally, recognizing the distinctiveness of



each patient requires integrating their individual histories
into decision models. To ensure individual-level fairness,
the focus should be customizing interventions to the in-
dividual, going beyond simple representations of patients
with a few categorical variables.

Throughout the interviews, we identified the need to de-
fine goals and interventions for each model to define fairness
in the given contexts. This motivated us to formulate some
assumptions regarding the use-cases. For instance, in vio-
lence risk assessment, we told participants that we assume
that the objective is to identify outward violent incidents,
with potential interventions including restricting patients’
social activities or prescribing medications. Conversely, in
depression phenotype recognition, clinicians were informed
that the model would serve as an alerting tool, rather than
directly influencing diagnosis.

Beyond qualitative analysis, we also report statistics from
multiple-choice questions. For each fairness measure, we
asked participants to rate its importance on a 4-point scale
before deploying models for clinical use. The results are
shown in Table 4. We show the number of participants who
considered the measure important (indicating it should or
must be satisfied) out of the total participants, on the ‘im-
portant’ row.

For the violence use case, there is full agreement on the
importance of the PredEq measure, and partial agreement
on the satisfaction of EqOpp and EAcc. In contrast, coun-
terfactual token fairness is not strongly supported by any
participants. On the other hand, for the depression use case,
there is less distinction among the fairness measures. All
participants consider all measures important and think they
should be satisfied before deploying models.

Figure 2: Comparison of relative preferences for fairness
measures across use-cases.

The results of pairwise comparison questions are shown
in Figure 2. The bar plots illustrate the number of prefer-
ences over the total number of pairwise questions for each
fairness measure. For the violence use-case, PredEq is the
most preferred measure, with a 100% preference rate, fol-
lowed by EqAcc, EqOpp, and CTF .

For the depression use-case, while all participants con-

sider all measures important, pairwise comparisons help to
identify the most critical measures, which is crucial in case
of trade-offs. As expected, the preference percentages are
more evenly distributed. However, EqOpp is the most pre-
ferred measure, followed by EqAcc, PredEq, and CTF .

Comparison of bias mitigation methods
Table 5 presents a comparison of various bias mitigation
methods, evaluated through fairness and performance mea-
sures. Each measure shows average scores from 5× 10 fold
cross-validation experiments. To assess the difference be-
tween male and female groups, independent t-tests are ap-
plied to female and male pairs of True Positive Rates, False
Positive Rates, and F1 scores for the EqOpp, PredEq, and
EAcc measures, respectively. When a significant difference
(p < 0.05) is found—in other words, the bias direction is
significant—the group with the higher score is indicated (F :
female, M : male). To ensure that the values are in the [0, 1]
range, the higher scores were used as the denominator for all
measures.

We also conduct two-tailed paired t-tests to measure the
significance between the original model and each bias miti-
gation method in terms of fairness (Rm, EqOpp, PredEq,
EAcc) and overall performance (F1). Significant differences
(p < 0.05) are shown in bold: with a + indicated next to val-
ues that are better and a - next to values that are worse.

The violence risk assessment model, trained on the
UMCU Violence Dataset, shows significant bias toward
male groups, resulting in higher True Positive and False Pos-
itive Rates. This result is not surprising due to the highly
gender-class imbalanced dataset. However, the PredEq
measure, chosen as a key fairness metric, is 0.45, indicat-
ing the model generates over twice as many false positives
for males than females. This highlights the potential for sig-
nificant harm to certain groups when fairness is disregarded.

All approaches show significant improvements over the
original method in terms of the PredEq measure. While
no method enhances the EqAcc measure, Reweighing and
ROC also significantly improve EqOpp. Despite its success
across three fairness dimensions, the ROC method is unsuit-
able for this task, as clinicians explicitly oppose trading per-
formance for fairness.

Using gender-specific models, as expected, significantly
worsens the mismatch ratio, due to using two distinct mod-
els for decisions, resulting in a natural mismatch. However,
most participants view the mismatch ratio as irrelevant to
the violence risk assessment task. Consequently, changes in
this dimension can be disregarded for this problem. Con-
sidering these factors, the Reweighing method (followed by
gender-specific models) appears to be the best choice, given
the trained model, task, and the importance of fairness mea-
sures.

In contrast, while most participants view EqOpp as the
most important fairness measure for depression phenotype
classification, there is no significant distinction between
the importance of the remaining fairness measures for this
task. Gender-specific models and ROC methods are disre-
garded, as they both significantly lower the overall perfor-
mance. None of the remaining methods significantly im-



UMCU-Violence MIMIC-Depression

Rm↓ EqOpp↑ PredEq↑ EAcc↑ F1↑ Rm↓ EqOpp↑ PredEq↑ EAcc↑ F1↑
Original 0.08 0.68M 0.45M 0.92 0.61 0.04 0.79 0.64F 0.89 0.69
Gender-specific 0.18− 0.76 0.64M+ 0.93 0.62 0.35− 0.80 0.62F 0.87M 0.67−

Data Aug. 0.03+ 0.66M 0.52M+ 0.93 0.62 0.0+ 0.79 0.66 0.87 0.70
Data Neutr. 0.0+ 0.71M 0.52M+ 0.93 0.61 0.0+ 0.79 0.69 0.88 0.68
Reweighing 0.06+ 0.76M

+ 0.61M+ 0.93 0.61 0.02+ 0.80 0.68 0.88 0.69
ROC. 0.07+ 0.81M

+ 0.65M+ 0.94 0.59− 0.03+ 0.81 0.73+ 0.89 0.67−

Table 5: Results from stratified 5×10-fold cross-validation, comparing fairness and performance measures across original NLP
models and various bias mitigation methods. Scores significantly better (indicated with +) or worse (indicated with -) than those
of the original model, based on a two-tailed paired t-test (p < 0.05), are shown in bold. The letter ‘F ’ (or ‘M ’) indicates that
the measure for the female (or male) group is significantly higher than that of the other group, based on an independent t-test
(p < 0.05). Rm represents mismatch ratio, EqOpp equal opportunity, PredEq predictive equality, and EAcc equal accuracy.
F1 denotes the macro-averaged F1 score for the overall model.

prove EqOpp, PredEq, or EqAcc. However, Data Aug-
mentation and Data Neutralization approaches markedly im-
prove the mismatch ratio (Rm), making them suitable for
this problem.

In this study, we compare approaches based on their rela-
tive improvement over the original method, incorporating in-
put from clinicians on the relative importance of these mea-
sures. However, acceptable thresholds for these measures
should be discussed with domain and ethics experts.

Discussion
In conclusion, our research contributes to understanding
fairness within automated decision-making systems in the
clinical setting, with a focus on the mental health domain.
Through an insightful exploration of clinicians’ perceptions
of fairness in two use-cases—violence risk assessment and
depression phenotype recognition—we gain an understand-
ing of the importance of fairness objectives and capabilities
of bias mitigation methods in clinical decision-making.

Fairness objectives in mental health. Through qualita-
tive analysis of interviews, we identified seven themes that
reveal the complexity of fairness in mental health. To en-
sure fairness in mental health, one should consider many as-
pects and associated parameters, while selecting appropri-
ate fairness measures. The importance of fairness measures
in the mental health domain varies significantly depending
on the context, use-case, and the goal of the model (e.g.,
alerting, diagnosis), as well as possible interventions. In as-
sessing performance parity, participants prioritized fairness
measures considering potential harm to the patients. For in-
stance; for assessments of outward violence risk (with the
aim of prevention through medication or patient restriction),
the False Positive Rate is viewed as more harmful by partic-
ipants thus Predictive Equality is chosen as the most critical
fairness measure. However, if the problem was inward vio-
lence, the consequences of false negatives (such as suicide
attempts) may be more damaging than those of false posi-
tives (such as unnecessary medication).

We compared various bias mitigation strategies for se-
lected fairness objectives. The analysis revealed that al-

though some fairness measures show improvement, the most
critical fairness measure might remain unmet (e.g. Equal
Opportunity for depression phenotype recognition). This
lack of understanding could result in misguided improve-
ments in model behavior. The results highlight the impor-
tance of the selection and ranking of fairness measures as
this is not merely a technical decision. This underscores the
need for an approach to prioritizing fairness measures that
are most aligned with the ethical considerations and practi-
cal implications in the clinical context.

Label bias. The commonly used fairness measures rely on
ground-truth labels to assess the fairness of models. In the
case of violence risk assessment use cases, the task is to
predict future incidents. Conversely, depression phenotype
recognition relies on annotations by clinicians. One should
note that intrinsic biases may be reflected in the annotation
process (Şahin et al. 2024). To fairly assess these aspects of
the model and improve the quality of the labels, it is impor-
tant to involve all groups in the annotation process. In this
study, we assume that labels are ground-truth annotations.

How to choose an appropriate bias mitigation method
for such tasks? Ensuring the fairness of models across
various demographic groups is crucial, yet achieving high
accuracy remains paramount for clinical issues. With in-
sights from clinicians, we’ve highlighted the importance of
fairness measures and recommended certain bias mitigation
methods. We observed that the reweighing method is suited
for the violence risk assessment model, while data augmen-
tation/neutralization approaches work best for depression
phenotype recognition. These methods are suggested for
their ability to enhance critical fairness dimensions without
deteriorating performance. However, this knowledge alone
is insufficient, as achieving a perfectly fair system (e.g.,
Equal Opportunity = 1) is often not possible. Therefore, it
is important to establish and communicate an acceptable
threshold for fairness measures with the domain and ethics
experts for the specific problem at hand.

Generalizability of data augmentation and neutraliza-
tion methods. To measure counterfactual token fairness,



we use a pre-defined list of gender pronouns to augment the
test dataset. The data augmentation and data neutralization
methods also utilize this dictionary to augment or neutralize
the training set. However, this introduces a generalizability
problem common to all dictionary-based approaches: these
methods might not generalize well when test instances con-
tain gendered terms not previously seen. Earlier studies have
shown that data neutralization can even amplify existing
downstream biases, likely due to gender biases in pre-trained
word embeddings (Sogancioglu, Kaya, and Salah 2023). If
counterfactual token fairness is a critical measure for a given
problem, this limitation can be addressed by implementing
more sophisticated approaches, such as counterfactual logit
pairing (Garg et al. 2019).

Limitations. To understand clinicians’ fairness percep-
tions for given use-cases, we relied on expert interviews, and
since experts’ time was valuable, we had a small set of ex-
perts to draw upon. From the eight experts we consulted,
seven resided in a single country. This might have intro-
duced a cultural bias, as culture significantly shapes peo-
ple’s values and perceptions, potentially influencing the in-
terview results. Furthermore, since none of these use-cases
have yet been implemented in clinics, several assumptions
were made regarding interventions, model goals, and other
aspects, which, as discussed in the interviews, greatly influ-
ence fairness decisions.

Another limitation was the use of a binary definition
of gender, as gender pronouns are likely chosen based on
the patient’s biological sex in the dataset. While this study
makes an important step towards understanding and equal-
izing outcomes for binary gender groups, it is crucial to
consider individual fairness using patient histories and other
groups and subgroups, such as ethnicities, age groups, and
non-binary identities. Addressing these broader dimensions
can lead to a more comprehensive understanding of fairness
in these contexts. The importance of this issue was also high-
lighted by the participants during interviews.

The counterfactual token fairness measure relies on gen-
der pronouns, which is straightforward to implement for
many Western languages (as demonstrated in English and
Dutch in this study). However, it requires alternative ap-
proaches for languages with different gendered structures
(e.g., Arabic has gendered adjectives and verbs).

Finally, while this study focused on clinicians’ percep-
tions, it is important to involve not only domain experts, but
also ethics experts and patients who will be affected by these
automatic tools to ensure fairness (Banja et al. 2023).
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