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Abstract 

Virtual Reality is an emerging and an ever evolving area of work. The power of modern 

devices provide a wide range of input/output interfaces that have been created over the last 

decade, such as the Microsoft Kinect and the Occulus Rift which are being used for a wide 

range of applications ranging from education to entertainment. New challenges emerge with 

the increase in applications. This thesis aims on handling one such challenge. 

One main difficulty was the necessity to keep track of what the user has or has not seen 

within the Virtual Reality environment. Without this fundamental information, it would not 

be possible to claim whether a particular situation had occurred with the acknowledgement 

of the user upon seeing a particular object, or merely that by accident. For this exact purpose 

of tracking a user’s attention, eye trackers are widely used. However eye trackers are not 

commercial products, and hence are not a part of the everyday household gadgets, this thesis 

is an initial attempt in identifying an alternative solution. 

The thesis analyzes several environmental/object attributes of a particular object within an 

environment, and examines how the modification of those parameters can influence a user’s 

attention towards that specific object. This should help predict a user’s visual attention 

within the environment solely based on the modification of these parameters, and determine 

the influence of those parameters in driving a user’s attention towards the target object.  

  



V 

 

Table of Contents 

ACKNOWLEDGEMENT ..................................................................................................................................... III 

ABSTRACT ....................................................................................................................................................... IV 

TABLE OF CONTENTS ........................................................................................................................................ V 

1 INTRODUCTION ....................................................................................................................................... 1 

1.1 MOTIVATION ................................................................................................................................................. 1 

1.2 PROBLEM DESCRIPTION .................................................................................................................................... 2 

1.3 A BRIEF DESCRIPTION OF THE APPROACH .............................................................................................................. 2 

1.4 THESIS STRUCTURE .......................................................................................................................................... 3 

2 BACKGROUND AND RELATED WORK ....................................................................................................... 4 

2.1 THE CONTEXT OF THIS THESIS: SAFECHILD PROJECT ................................................................................................ 4 

2.1.1 Architecture ...................................................................................................................................... 4 

2.1.2 Child pedestrian safety skills............................................................................................................. 5 

2.1.3 Virtual traffic exercise ...................................................................................................................... 5 

2.2 RELEVANT VISUAL ATTENTION MODELS ................................................................................................................ 6 

2.2.1 Model of user interest ...................................................................................................................... 6 

2.2.2 Saliency-based model ....................................................................................................................... 6 

2.2.3 Bayesian Models ............................................................................................................................... 7 

2.2.4 Decision theoretic model .................................................................................................................. 7 

3 THE APPROACH ....................................................................................................................................... 8 

3.1 BRIEF DESCRIPTION OF THE APPROACH ................................................................................................................ 8 

3.2 BOTTOM-UP PARAMETERS OF AN OBJECT ............................................................................................................. 8 

3.2.1 Distance / Size .................................................................................................................................. 8 

3.2.2 Speed ................................................................................................................................................ 8 

3.2.3 Contrast ............................................................................................................................................ 9 

3.2.4 Time Observed .................................................................................................................................. 9 

3.2.5 Distance from the Center of the screen ............................................................................................ 9 

3.3 TOP-DOWN PARAMETERS OF AN OBJECT ............................................................................................................. 9 

3.3.1 Scene context.................................................................................................................................. 10 

3.3.2 Task ................................................................................................................................................ 10 

3.4 INITIAL IMPLEMENTATION ....................................................................................................................... 10 

3.5 CONCLUSION ............................................................................................................................................... 11 

4 STUDY DESIGN ...................................................................................................................................... 12 

4.1 THE TASK ..................................................................................................................................................... 12 



VI 

 

4.2 THE IDEA ..................................................................................................................................................... 13 

4.3 SEQUENTIAL VARIATION ................................................................................................................................. 13 

4.3.1 High ................................................................................................................................................ 14 

4.3.2 Medium .......................................................................................................................................... 14 

4.3.3 Low ................................................................................................................................................. 15 

4.4 EYE-TRACKING .............................................................................................................................................. 16 

4.4.1 Time to the first fixation ................................................................................................................. 17 

4.4.2 Time to the first mouse click ........................................................................................................... 17 

4.4.3 Number of previous fixations ......................................................................................................... 17 

4.5 QUESTIONNAIRE ........................................................................................................................................... 17 

4.6 D2-R TEST ................................................................................................................................................... 18 

5 EVALUATION AND RESULTS ................................................................................................................... 20 

5.1 SIZE OF THE TARGET ....................................................................................................................................... 22 

5.1.1 ANOVA results for parameter: Time to first fixation ...................................................................... 22 

5.1.2 ANOVA Results for Parameter: Time to first mouse click ............................................................... 23 

5.1.3 ANOVA results for
 
Parameter: Number of previous fixations ......................................................... 23 

5.2 CONTRAST ................................................................................................................................................... 24 

5.2.1 ANOVA results for Parameter: Time to first fixation ...................................................................... 24 

5.2.2 ANOVA results for Parameter: Time to first mouse click ................................................................ 25 

5.2.3 ANOVA results for Parameter: Number of previous fixations ........................................................ 25 

5.3 POSITION .................................................................................................................................................... 25 

5.3.1 ANOVA results for Parameter: Time to first fixation ...................................................................... 26 

5.3.2 ANOVA results for Parameter: Time to first mouse click ................................................................ 26 

5.3.3 Parameter: Number of previous fixations ...................................................................................... 27 

5.4 RESULTS ...................................................................................................................................................... 27 

6 CONCLUSION AND FUTURE WORK ........................................................................................................ 28 

6.1 CONCLUSION ............................................................................................................................................... 28 

6.2 FUTURE WORK ............................................................................................................................................. 28 

BIBLIOGRAPHY ............................................................................................................................................... 29 

LIST OF TABLES ............................................................................................................................................... 32 

LIST OF FIGURES ............................................................................................................................................. 33 



1 

 

1 INTRODUCTION 

Virtual reality (VR) has drawn much attention over the years. The fundamental origins of VR 

can be traced back to “The Ultimate Display” (Sutherland 1996), which was a seminal paper 

that initially introduced key concepts of immersion in a simulated world, and also that of a 

complete sensory input and output: “The screen is a window through which one sees a virtual 

world. The challenge is to make that world look real, act real, sound real, feel real”. It can be 

summarized as offering simulation to users as an interface metaphor to a synthesized world. 

It has become the innovation agenda for a growing community of researchers and industries. 

The motivation for such a remarkable research direction is twofold. From an evolutionary 

perspective it has been obvious that VR technology has always been seen as a way to 

overcome the limitations of standard human-computer interfaces; and from a revolutionary 

perspective, virtual reality technology has been the means to open the door to new types of 

applications that exploit the possibilities offered by presence simulation (Gobbetti and 

Scateni 1998). 

1.1 Motivation 

There are different kinds of VR: some restrict interaction of a user with its objects, others are 

free-world dynamic VR environment that let the user freely move and interact with the VR 

objects. In many contexts, it is highly essential to provide intelligent support to VR users as a 

response to their interaction or their performance within the virtual environment. That, 

however, is a highly challenging task as it is difficult to trace user’s attention and track which 

of the VR objects have been actually noticed and interpreted by the user. Particularly in the 

case of intelligent and adaptive applications it is highly essential to analyze the user’s 

performance based upon whether certain important objects within the environment have been 

perceived by the user or not. And in such circumstances eye trackers have proved to be highly 

helpful. Eye trackers are used in VR for interactive needs as well as for diagnostic purposes. 

The user’s gaze direction, as well as head position and orientation are tracked to allow 

recording of the user’s fixation within the environment. Methods have already been deployed 

for (1) integration of the eye tracker into a VR framework (Duchowski et al. 2001) (2) Stereo 

calculation of the user’s 3D gaze vector (Matsumoto and Zelinsky 2000). (3) 3D calibration 

developed to estimate the user’s inter-pupillary distance post-fact (Duchowski et al. 2002). 

And (4) eye movement analysis in 3D-space (Bahill, Clark, and Stark 1975). The results 

obtained indicate that the recorded eye movements provide valuable human factor process 
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that measures complementing performance statistics used to gauge training effectiveness. 

However, eye trackers have their own drawbacks. 

Almost everyone today has a mobile phone or a computer which they use on a daily basis. 

Many of the devices which previously did not have computational facilities now have those 

features, such as television, mobile phone, etc. There is currently an explosion of interfaces 

for VR, and an emergence of real commercial products exploiting them, such as Microsoft 

Kinect (Zeng 2012), Microsoft Hololense, and Oculus Rift (Desai et al. 2014). With all these 

new devices and the fact that we have interfaces that run these devices, the spread of 

applications has and will grow faster. It could be seen that new use cases and contexts of VR 

will definitely emerge. VR has become more complex and open ended and some of the 

existing technologies aim at applying intelligent and adaptive approaches in VR settings, such 

as intelligent support of user activity. For such tasks, the detection of a user’s visual 

perception is very important. The next section elaborates the underlying problem.  

1.2 Problem description 

An important example of a VR application that would require capturing a user’s visual 

attention would be traffic simulation. In such a scenario, it would be highly essential to 

analyze whether the user did not exhibit certain skills while driving or walking because he 

was unaware of a particular traffic rule, or maybe because he did not see an important traffic 

element within the environment. 

This problem is essential for the VR based adaptive training system SafeChild (Gu, 

Sosnovsky, and Ullrich 2015). This intelligent tutoring system aims at helping children train 

pedestrian safety skills by practicing crossing virtual streets in various traffic situations. 

SafeChild provides different scenarios in which the users are expected to apply specific safety 

skills. In the context of SafeChild, it is highly significant to analyze why a learner did not 

exhibit a required skill. It could happen because he was unaware of a specific rule or maybe 

because he did not see an important traffic element in the environment. Hence, it becomes 

highly essential to track a user’s visual attention in this regard, as a rich stream of visual data 

enters our eyes every second (Koch et al. 2006). 

1.3 A brief description of the approach 

The thesis proposes an approach to analyze several attributes of VR objects with respect to 

their influence on user’s attention towards the objects. For instance attributes such as the 
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object’s size, contrast, distance from the center of the screen, speed, distance to the object, 

and time of how long the particular object has been observed. The influence of these attributes 

has been analyzed by conducting an experiment that involved users in recognizing a target 

object in numerous scenes (images). For the experiment, three main factors were taken into 

account, and for each scene these factors were slightly modified. Essentially, it was analyzed 

how the user’s performance was influenced by the modification of these factors in each scene, 

and hence deduced how these factors influenced user’s visual attention within the VR 

environment. 

1.4 Thesis Structure 

This thesis is structured as follows. Chapter 2 describes the background of this work by 

introducing SafeChild project and overviewing related research on capturing viewer’s visual 

attention. Chapter 3 presents the details of the initial implementation conducted within the 

SafeChild environment on extracting visual attributes of virtual objects within the SafeChild 

environment. The user study design is detailed in Chapter 4. Chapter 5 describes the results 

obtained from the experiment. Chapter 6 discusses potential direction for future work and 

concludes the thesis. 
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2 BACKGROUND AND RELATED WORK 

This chapter provides an overview of SafeChild and the related work on visual attention 

modeling in VR environments. Several other models for predicting and tracking user attention 

and their limitations have also been described. 

2.1 The context of this thesis: SafeChild project 

SafeChild is a VR intelligent tutoring system that aims at helping children train pedestrian 

safety skills (Gu, Sosnovsky, and Ullrich 2015). It comprises of a VR city environment that 

includes realistic urban architecture and traffic simulation, developed with the Unity3D game 

engine. The user can engage in typical pedestrian activities such as crossing roads under 

different traffic conditions. Several parameters within the environment can be adjusted such 

as: car speed, traffic density and walking speed of the user. An example of a typical SafeChild 

environment is shown in Figure 1. 

 

Figure 1: SafeChild Environment (picture taken from safechild.celtech.de). 

2.1.1 Architecture 

The overall architecture of SafeChild consists of four typical Intelligent Tutoring System 

components (Corbett, Koedinger, and Anderson 1997): the Domain Model describing the 

knowledge to be taught, the Student Model representing current state of learning of each 

individual child, the Pedagogical Model that defines how to support training, and the Interface 

Model that serves road-crossing exercises, as well as controls and monitors user’s interaction 

with the rest of the system. 
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Figure 2: SafeChild Architecture ( (Gu et al, 2015) ). 

2.1.2 Child pedestrian safety skills 

SafeChild focuses on several safety skills that are categorized into two groups namely: the 

“basic skills”, which are less demanding cognitively and should be easier for children to apply 

and master, and the “advanced skills” that involve meta-cognitive processes, more complex 

planning, decision making procedures and maintaining the awareness of others. For 

SafeChild, the hierarchical organization of skills becomes an additional source of information 

to elaborate student modeling (by propagation) and adaptation strategies (e.g., by task 

sequencing). The complete hierarchy of skills is shown in Figure 3. 

 

Figure 3: Skills in SafeChild ( (Gu et al, 2015) ). 

2.1.3 Virtual traffic exercise 

For the domain of child pedestrian safety, there are several behavior rules that children need 

to know and corresponding skills that they need to master in order to become safe pedestrians. 

There are three high-level skills that are mandatory: (I) making judgments about safety of a 
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crossing place (II) identifying traffic that could pose a threat and (III) integrating information 

from different aspects of the traffic situation. These high-level skills require a number of 

underlying abilities that are especially challenging for young children since their cognitive 

apparatus is still developing.  

The challenge in such circumstances was to keep track of what the user has or has not seen, 

because this information was essential to decide whether a particular incident took place with 

the user’s acknowledgement or not. For instance, in the case of a user crossing the road it 

would be necessary to know whether he saw the traffic light, the fast moving vehicles, and 

also if he was aware of the basic pedestrian rules. For the above reasons it was highly 

essential to track a user’s visual perception in this regard. 

2.2 Relevant visual attention models 

There are several visual attention models used for the purpose of detecting a user’s visual 

attention. High-level cognitive and complex processes such as object recognition or scene 

interpretation rely on data that has been transformed in such a way as to be tractable. A few of 

the following models were used to compute saliency maps for any image or input video 

(Rothenstein and Tsotsos 2008). 

2.2.1 Model of user interest 

This particular model was implemented to capture user’s visual attention using an "interest 

module" that would find the objects currently being looked at and record the time. Three 

slightly different approaches were implemented for determining the apparent level of interest 

of the user in a given object (Fuchs, Kedem, and Naylor 1980). In the first model, when the 

screen coordinate of the gaze point corresponds to an object or objects, the tally for that object 

is incremented by one. The interest level equals the tally. In the second model, the elapsed 

time since the given object was seen is multiplied by a constant K2 and subtracted from a 

constant K1, times the tally of glances for the object. In the third model whenever there is a 

fresh look at an object the old value is decayed by the proper amount and then incremented by 

a constant (Fresh look constant). 

2.2.2 Saliency-based model 

Most attention models are inspired by cognitive concepts. These models use three feature 

channels namely color, intensity and orientation. It has shown to correlate with human eye 

movements. A given input image is subsampled into a Gaussian pyramid and each pyramid 



7 

 

level σ is decomposed into channels for Red(R), Green(G), Blue(B), Yellow(Y), Intensity(I), 

and local orientation(Oθ). In each channel, maps are summed across scale and normalized 

again. These maps are linearly summed and normalized once more to yield the”conspicuity 

maps”. Finally the conspicuity maps are linearly combined once more to generate the saliency 

map (Itti, Koch, and Niebur 1998). 

2.2.3 Bayesian Models 

This model combines the sensory evidence along with the prior constraints involved. Prior 

knowledge and sensory information are combined probabilistically according to Baye’s rule 

to find the object of interest. It also entails the assumption that the distribution of a feature at a 

point on the target does not change with location (Borji, Sihite, and Itti 2012). 

2.2.4 Decision theoretic model 

This model evolves to produce decisions about the states of the surrounding environment that 

are optimal in a decision theoretic sense. The overarching point is that visual attention should 

be driven by optimality with respect to the end task. The Bayesian computation is a special 

case of the Decision theoretic model. Saliency computation in the entire decision theoretic 

approach boils down to calculating the target posterior probability. Decision theoretic models 

have been very successful in computer vision applications such as classification while 

achieving high accuracy in fixation prediction (Horvitz and Lengyel 1997).  
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3 THE APPROACH 

This chapter explains the details of the proposed approach; it outlines the main parameters of 

graphical objects influencing their prominence that are considered for capturing and analyzing 

user’s visual perception. It also includes a brief description of the initial implementation. 

3.1 Brief description of the approach 

The overall idea behind this work is supported by the assumption that there exists a range of 

parameters within a VR environment that contribute towards capturing user’s visual attention. 

The approach is carried out by means of sequentially modifying a few environmental 

parameters and analyzing how these modifications have influenced the user’s performance in 

identifying the particular target object within the environment. Several such parameters have 

been described below. 

3.2 Bottom-up parameters of an object 

Bottom-up cues are mainly based on characteristics of a visual scene. Regions of interest that 

attract our attention in a bottom-up manner must be sufficiently distinctive with respect to the 

surrounding environment (Desimone and Duncan 1995). “Bottom up attention is fast, 

involuntary and most likely feed forward”. A prototypical example of the bottom-up attention 

is looking at a scene with one horizontal bar among several vertical bars where attention is 

immediately drawn towards the horizontal bar (Treisman and Gelade 1980). While many 

models fall in this category, they can only explain a small fraction of eye movement since a 

majority of fixations are driven by the task (Henderson and Hollingworth 1999). Several 

object parameters falling in this category that could be highly influential have been described 

below. 

3.2.1 Distance / Size 

The distance to a particular object from the location of the user could essentially be one of the 

most important parameters involved in such an analysis. The larger the distance, the smaller 

the object appears. Whereas on the other hand, the closer an object is to the player, the larger 

the object appears, and hence it is more likely that the player has observed the object.  

3.2.2 Speed 

Speed is another important factor that can potentially influence visual prominence of an 

object. However, there are several aspects of speed that should be taken into account. The 
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absolute speed of an object within the environment is less important than its angular velocity 

within the user’s visual cone, as that also depends on the distance to the object and the speed 

of the user himself. Direction of the object moving can be influential as well. While higher 

speed essentially means shorter time to see the object that can be translated into lower 

prominence, the moving object on a static scene is more prominent than the objects standing 

still. Hence, when considering such attribute of a target object as speed, one should take into 

account speed of its neighboring objects as well.  

3.2.3 Contrast 

The color of a particular object, in conjunction with that of its background may also influence 

whether it catches the viewer’s attention. For instance, a red object on a grey background is 

probably more likely to be observed than a white object on a grey background. The prominent 

colors of objects ensure that they stand out from the rest of the scene, and catch the user’s 

attention. 

3.2.4 Time Observed 

The amount of time an object is present within the viewer’s visual cone, or within his view 

may also be another important parameter. If the viewer’s gaze is fixed towards a particular 

object for a longer period of time, the probability of the viewer having seen that object could 

be comparatively higher. 

3.2.5 Distance from the Center of the screen 

The position of an object with respect to the center of the screen could be another important 

parameter. An object that is located in the center of the screen is more likely to capture 

viewer’s attention in comparison to an object that is situated towards the corner of the screen.  

3.3 Top-down parameters of an Object 

Top-down attention is slow, task driven, voluntary and closed-loop. One of the most famous 

examples of top down attention guidance (Hayhoe and Ballard 2005) showed that eye 

movements depend on the current task with the following experiment: subjects were asked to 

watch the same scene under different conditions (Itti et al. 2001). Eye movements differed 

rapidly for each case. The factor of deciding where to look relies on the target object that is to 

be found. 
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3.3.1 Scene context 

It was observed that targets that appeared in repeated configurations relative to some 

background (distractor) objects were more quickly detected (Joubert et al. 2008). Semantic 

associations among objects in a scene (eg. A computer is often placed on top of a desk) or 

contextual cues have also been shown to play a significant role in the guidance of eye 

movement (Hwang, Wang, and Pomplun 2011). Gist representations have become 

increasingly popular in computer vision since they provide rich global yet discriminative 

information useful for many applications such as search in large-scale scene datasets available 

today. 

3.3.2 Task  

Task has a strong influence on deployment of attention. It has been claimed that visual scenes 

are interpreted in a need based manner to serve task demands (Triesch et al. 2003). It has been 

showed that there is a strong relationship between visual cognition and eye movements when 

dealing with complex tasks. Subjects performing a visually guided task were found to direct a 

majority of fixations towards task relevant locations (Hayhoe and Ballard 2005). It is often 

possible to infer the algorithm a subject has in mind from the pattern of her eye movements.  

The prevailing view is that the bottom-up and top-down attention is combined to direct the 

attention behavior. An integration method can explain when and how to attend to a top down 

visual item or to skip it for the sake of a bottom up cue. 

3.4 Initial implementation 

The entire implementation within this thesis was carried out using the Unity3D game engine. 

Unity3D is a powerful cross-platform 3D game engine and a user friendly development 

environment. It has been developed by Unity Technologies and is used to create video games 

for PC, consoles, mobile devices and websites. 

The initial implementation for this thesis was carried out within the framework of the 

SafeChild platform. The target objects which were considered were important traffic elements 

such as traffic lights, traffic signs, zebra crossings, and cars. As the user was interacting 

within the environment and crossing virtual roads and coming in contact with a target object, 

the following parameters with respect to that particular object were extracted from the 

environment: distance, time observed, size, and speed. 
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Figure 4 depicts a display box showing to a user, values of these parameters for a nearby 

traffic light. These parameters were simultaneously logged to an external log file along with 

the time stamp. This log file could have been used for further analysis. This was the initial 

implementation intended to demonstrate the possibility to obtain the mentioned parameters of 

virtual objects from within the environment.  

 

Figure 4: Display box with respect to a traffic light target object. 

Following this, to analyze, which of those parameters were influential in drawing user’s 

attention, a user study was further conducted. 

3.5 Conclusion 

This chapter described several parameters of virtual objects that can potentially influence 

user’s attention within a VR environment. The chapter also describes the initial 

implementation of the approach. The implementation demonstrated that it is possible to 

extract several such parameters from a VR environment with respect to specific target objects.  
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4 STUDY DESIGN 

The previous chapter explained parameters that could be potentially taken into consideration 

to implement this approach. This chapter discusses the detailed structure of the user study that 

has been conducted to put the proposed approach to use with the selected set of parameters. 

4.1 The task 

The study has been designed around an object recognition task where a cohort of human 

subjects had to identify a particular target object from a sequence of images (static scenes). 

These are referred to as static scenes because unlike other interactive VR environments which 

also comprise of dynamic objects in the scenes, here everything is stationary and non-

interactive. To make this study relevant to SafeChild all the static scenes were designed in a 

typical traffic based context. The task was to identify a common target. For the purpose of this 

experiment a unique yellow and black colored road sign was designed, this is shown in Figure 

5. 

 

Figure 5: Yellow and black colored target road sign. 

Users with driving experience might be better equipped in terms of recognizing real road 

signs due to observing them more often, remembering how they look and where they ought to 

be located within a typical traffic environment. Therefore, we attempted to make the task 

impartial to all the users by considering the uniquely designed road sign as a target instead of 

common road signs potentially more familiar to more experienced traffic participants.  
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4.2 The Idea  

The basic motivation behind this study was to observe which object attributes were significant 

in terms of driving user’s attention towards a target object within the environment. For the 

purpose of this study three main factors were considered: size of the object, the object’s 

contrast with respect to its background, and the position of the object with respect to the 

center of the screen. Further, for each static scene these three factors were sequentially varied 

over a range of values (high, medium, low). With such a sequential variation, a total of 

twenty-seven scenes were designed. The design mechanism that was adopted to differentiate 

the three variations is described in Table 1. The scenes were further classified in terms of 

either a busy environment or a less busy environment, which differed in the total number of 

traffic elements that were present within the scenario. The details involved in the 

classification of these two environments are shown in Table 2. Hence, ultimately, twenty-

seven such scenes were designed individually for the busy environment and the less busy 

environment, resulting in a total of fifty-four static scenes. 

 Size Contrast Position 

High 1.5-3 cm White/Sunny Middle(18-20 coms 

from edge) 

Medium 0.7-1 cm Orange/dark/red/default sky 7-11 cms 

Low 0.5 cm Yellow/greenish/yellow/dark and 

shadowy 

Edge (0-2 cms) 

Table 1: sequential variation of the three factors. 

 Busy 

environment 

Less busy 

environment 

Vehicles 3-4  1-2 

Road signs 4-6 2-3 

Total traffic elements 7-10 3-4 

Table 2: classification of busy and less busy environment. 

4.3 Sequential variation 

The above considered parameters were sequentially varied for each scene, over a range of 

high, medium or low. The details involved for each variation with respect to the 

corresponding object attribute is described below. 
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4.3.1 High 

When the parameters were tuned to high, the size of the target road sign was considerably 

large in size, measuring around 1.5cms to 3cms on the screen. Similarly, the factor of contrast 

was sufficiently high. Since the yellow and black colored road sign was considered as the 

target, a background color of white showed high contrast. Likewise, the overall contrast of the 

scene was very bright and sunny. When positioning the third parameter (distance to the center 

of the screen), the target object was positioned precisely in the center of the screen, that is 

around 18 to 20cms from the edge of the screen. 

 

Figure 6: Scene with high target size, high contrast, and high positioning to the center. 

Figure 6 shows a “busy” scenario in which all the three parameters are set to high. Hence 

target sign is present in a large size with good contrast, and positioned towards the center of 

the screen. 

4.3.2 Medium 

When the parameters were tuned to medium, the size of the target road sign was of a 

considerable size, which was neither too large nor too small. In such a scenario the target was 

partially hidden, and the overall amount of the target that was visible measures to a size of 

about 0.7cms to 1cm on screen. Similarly, the parameter of contrast would be highly 

moderate. The background contrast was either an orange or a dark red color. Likewise the 

overall contrast of the scene was a moderate default blue sky. Similarly when positioning the 

third parameter (distance to the center of the screen), the target object was positioned 
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somewhere between the center and the edge of the screen, with a measurement of nearly 7 to 

11cms from the edge of the screen. 

 

Figure 7: Scene with medium target size, medium contrast, and positioning towards the center. 

Figure 7 shows a “busy” scenario in which all the three parameters are set to medium. Hence 

the yellow and black target sign is moderately blocked, revealing a major portion of the sign 

with a moderate contrast, and positioned between the center and the edge of the screen. 

4.3.3 Low 

When the parameters were tuned to low, the size of the target road sign is of a smaller size. 

Similarly, the factor of contrast was very low. The background contrast for the case of low 

was either a yellow or greenish yellow color that camouflaged well with the yellow and black 

colored road sign. Also in case of such low contrast the sign was placed in dark and shadowy 

areas of the screen. When positioning the third parameter, the distance to the center of the 

screen to low, the target object was positioned somewhere towards the corner of the screen, 

measuring about 0 to 2cms away from the edge of the screen. 
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Figure 8: Scene with low target size, low contrast and positioning towards the center. 

Figure 8 shows a “busy” scenario in which all the three parameters are set to low. Hence, the 

target sign is blocked to a greater extent, revealing only a small portion of the sign, with a 

very low contrast, and positioned towards the edge of the screen. 

4.4 Eye-tracking 

On completing the task, the eye tracker recording was analyzed to see the user’s performance 

in each scene. By means of this analysis, it was possible to monitor how the variations in the 

three factors (size, contrast, position) influenced the user’s performance within each scene. 

From the eye tracker it was possible to obtain three important parameters denoting the user’s 

performance within each scene: time to the first fixation on the target, time to the first mouse 

click on the target, and number of previous fixations made within the scene. And these three 

parameters in conjunction with the three factors (size, contrast, position) that were varied, 

helped in the computation of the final results. The three significant parameters that were 

obtained from the eye tracker are described below. Figure 9 shows the tobii eye x eye tracker 

mounted at the bottom of the monitor.  
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Figure 9: Tobii eye x eye tracker. 

4.4.1 Time to the first fixation 

This denotes the amount of time in seconds that the user took to fixate on the target object 

within the particular scene. 

4.4.2 Time to the first mouse click 

This parameter denotes the amount of time that the user spent before clicking on the target 

object within the static scene. 

4.4.3 Number of previous fixations 

This parameter denotes the number of previous fixations that the user has made within the 

environment before fixating on the target. 

4.5 Questionnaire 

All users filled out a questionnaire prior to the experiment in which they had to answer the 

following questions. 

• What is your gender? 

• Do you have a driver’s license? 

• Do you play video games? 

• Do you have vision problems? 

• Do you wear spectacles? 

• Do you wear contact lenses? 
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The questionnaire helped to further analyze whether the above attributes of a user influenced 

their performance in the experiment. 

4.6 d2-R test 

In addition to the questionnaire the users had to take a d2 test to measure their concentration 

or focused attention. The test consists of the letters d and p, which are arranged in 14 rows of 

57 marked above and / or below with 1 to 4 lines
1
. 

The role of the user was to strike off in 20 seconds as many letters d which had more or less 

than two strokes in a row. The examiner gives the start signal and calls after every 20 seconds 

to move to the next character row. The test takes including instructions about 8 minutes. 

The following characteristic values are calculated at the d2-R, the most important is the 

concentration power.  

• KL - concentration power: Correct operations minus error (BZO - AF - VF). 

• BZO - Number of processed targets: the last painted target (d with two strokes) per 

line (summed over all rows). 

• F% - Percentage error: relative frequency of errors in machining (100*(AF + 

VF)/BZO). 

• AF - error of omission: overlooked or missed targets (up to the last painted target 

object; false negative). 

• VF - Likelihood of error: mistakenly painted targets (false positive). 

These values could have been further used to analyze the influence of a user’s concentration 

level in their performance in the experiment. Figure 10 shows a small sample of a d2-R test. 

                                                
1
 https://www.testzentrale.de/shop/test-d2-revision.html 
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Figure 10: d2-R test 
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5 EVALUATION AND RESULTS 

This chapter presents the results of the conducted experiment. 

A total of 23 users participated in the user study. Their diversity ranged from their nationality 

to their field of education. They were students from the following disciplines: Education 

Technology, Computer Science, Computer and communication technology and 

Bioinformatics. The results of the questionnaire are shown in Table 3. 

Gender driver’s license Play video games vision problems 

Male Yes No No 

Male Yes Yes No 

Male Yes Yes No 

Male Yes Yes No 

Female Yes No No 

Male Yes Yes Yes 

Female No Yes No 

Male Yes No No 

Female Yes No No 

Female Yes No Yes 

Female Yes Yes No 

Female Yes Yes No 

Female No Yes Yes 

Female Yes No No 

Female Yes Yes Yes 

Female Yes No No 

Female Yes No Yes 

Male No Yes No 

Male No Yes No 

Female No No No 

Female Yes No Yes 

Female Yes No Yes 

Male No No No 

Table 3: Results of the questionnaire. 
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The final analysis revealed that there was no significant difference in results obtained when 

comparing the different categories of users. Table 4 depicts the descriptive d2-R test results 

that were obtained. 

F% BZO AF VF KL 

55.2 201 107 4 90 

45 220 88 11 121 

65.1 189 119 4 66 

28.3 240 68 0 169 

64.4 188 120 1 67 

93.2 161 147 3 11 

23.6 258 50 11 197 

9.5 294 14 14 266 

63.4 191 117 4 70 

66.3 187 121 3 65 

30 240 68 4 168 

65.2 187 121 1 65 

73.6 178 130 1 45 

145.2 126 182 1 -57 

121.4 140 168 2 -30 

82.6 172 136 6 30 

62.8 188 118 0 70 

131.1 132 173 0 -41 

33 209 63 6 130 

235.2 105 201 46 -142 

113.2 144 161 2 -19 

71.9 153 110 0 96 

36.2 221 80 0 141 

Table 4: d2-R Test Results 

Table 5 represents the descriptive results obtained based on the input data from the Tobii eye 

x recording. It can be seen that for all three factors describing visual characteristics of the 

target object, the attention decreased as the values of the parameters decreased. In other 

words, as the size of the object, its centrality and the contrast lowered, the time to fixate on 

the object and click on it, as well as the number of previous fixations went up. The following 
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subsection presents these results in more details and accompanies them with the outcomes of 

statistical tests verifying corresponding hypotheses. 

Table 5: Descriptive statistics. 

5.1 Size of the target 

It was observed that there was a statistically significant difference with respect to the factor 

“size”. Subjects took more time to find the target in scenarios where the size of the target was 

set to low, compared to high or medium. This was the case with respect to all the three 

parameters that were taken into account. It was noted that users also had more number of 

previous fixations in the scenarios where the size was varied to low. 

5.1.1 ANOVA results for parameter: Time to first fixation 

A repeated measures ANOVA determined that mean "parameter" differed statistically 

significantly between the levels of factor (F(2, 44) = 103, P <.05). Subjects have spent more 

time to fixate on targets of smaller size (T(small): M = 1.89(SD = .22); T(medium): M = 1.38 

(SD =.18); T(large): M = 1.31 (SD = .14)).
 

The amount of time taken to fixate on the target increased sequentially as the size of the target 

was varied from high to medium to low. The total number of seconds taken to fixate on the 

target was high when the size was set to low compared to that of high or medium. This is 

depicted in Figure 11. 

  

Time to first fixation 

 

Time to first mouse click 

 

Number of previous fixations 

 
High Medium Low High Medium Low High Medium Low 

Size M=1.31 

SD=.14 

M=1.38 

SD=.18 

M=1.89 

SD=.22 

M=2.13 

SD=.24 

M =2.23 

SD =.21 

M=3.04 

SD=.24 

M=4.29 

SD=.54 

M =4.45 

SD = .72 

M=5.68 

SD=1.79 

Contrast M=1.35 

SD =.17 

M = 1.44 

SD = .22 

M=1.77 

SD=.21 

M=2.30 

SD=.21 

M=2.46 

SD=.25 

M=2.71 

SD=.19 

M=4.67 

SD=.70 

M=4.32 

SD=.44 

M=4.99 

SD=1.05 

Position M=1.09 

SD=.19 

M=1.54 

SD=.17 

M=1.92 

SD=.19 

M=2.14 

SD=.21 

M=2.56 

SD=.25 

M=2.76 

SD=.24 

M=3.29 

SD=.42 

M=4.90 

SD=.66 

M=5.99 

SD=.81 
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Figure 11: Size - Time to first fixation. 

5.1.2 ANOVA Results for Parameter: Time to first mouse click 

A repeated measures ANOVA determined that mean "parameter" differed statistically 

significantly between the levels of factor (F(2, 44) = 323, P < .05). Subjects have spent more 

time to mouse click on targets of smaller size (T(low): M = 3.04 (SD =.24); T(medium): M 

=2.23 (SD =.21); T(large): M =2.13 (SD =.24)).
 

Considering this second parameter, the total number of seconds taken to click on the target 

was higher when the size was set to low compared to that of high or medium. 

 

Figure 12: Size –time to first mouse click. 

5.1.3 ANOVA results for Parameter: Number of previous fixations 

A repeated measures ANOVA determined that mean "parameter" differed statistically 

significantly between the levels of factor (F(2, 44) = 15.0, P < .05). Subjects have spent more 

previous fixations in scenarios where the size was low(T(low): M = 5.68 (SD = 1.79); 

T(medium): M =4.45 (SD = .72); T(large): M = 4.29 (SD = .52)).
   

The total number of previous fixations made before fixating on the target was also higher 

when the size was set to low compared to that of high or medium. 
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Figure 13: Size- Number of previous fixations. 

5.2 Contrast 

It was observed that there was a statistically significant difference with respect to the factor 

contrast; the users took more time to find the target in cases where the contrast of the target 

was set to low, compared to that of high or medium. This was the case with respect to all the 

three parameters that were taken into account. It was noted that users also had more number 

of previous fixations in the scenarios where the contrast was varied to low. 

5.2.1 ANOVA results for Parameter: Time to first fixation 

A repeated measures ANOVA determined that mean "parameter" differed statistically 

significantly between the levels of factor (F(2, 44) = 31.6, P < .05). Subjects have spent more 

time to fixate on target in scenarios of low contrast(T(low): M = 1.77 (SD = .21); T(medium): 

M = 1,44 (SD = .22); T(large): M = 1.35 (SD = .17)).
 

The total number of seconds taken to fixate on the target was high when the contrast was set 

to low compared to that of the contrast being high or medium. The amount of time taken to 

fixate on the target increased sequentially as the factor contrast was varied from high, to 

medium to low. 

 

Figure 14: Contrast- Time to first fixation. 
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5.2.2 ANOVA results for Parameter: Time to first mouse click  

A repeated measures ANOVA determined that mean "parameter" differed statistically 

significantly between the levels of factor (F(2, 44) = 66.1, P <.05). Subjects have spent more 

time to mouse click on the target where the contrast was low (T(low): M = 2.71 (SD = .19); 

T(medium): M = 2.46 (SD = .25); T(large): M = 2.30 (SD = .21)). 

The total number of seconds taken to click on the target was higher when the contrast was set 

to low compared to that of high or medium. 

 

Figure 15: Contrast- Time to first mouse click. 

5.2.3 ANOVA results for Parameter: Number of previous fixations  

A repeated measures ANOVA determined that mean "parameter" differed statistically 

significantly between the levels of factor (F(2, 44) = 4.89, P <.05). Subjects have spent more 

previous fixations in cases where the contrast was set to low (T(low): M = 4.99 (SD = 1.05); 

T(medium): M = 4.32 (SD = .44); T(large): M = 4.67 (SD = .70)).
 

The total number of previous fixations made before fixating on the target was also higher 

when the contrast was set to low compared to that of high or medium. 

 

Figure 16: Contrast Number of previous fixations. 

5.3 Position 

It was observed that there was a statistically significant difference with respect to the factor 

position, the users took more time to find the target in cases where the position of the target 
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was set to low compared to that of high or medium. This was the case with respect to all the 

three parameters that were taken into account. Similarly, the number of previous fixation were 

also high where the position was set to low. 

5.3.1 ANOVA results for Parameter: Time to first fixation 

A repeated measures ANOVA determined that mean "parameter" differed statistically 

significantly between the levels of factor (F(2, 44) = 184, P <.05). Subjects have spent more 

time to fixate on the target in cases where the position was set to low (T(low): M = 1.92 (SD 

=.19); T(medium): M = 1.54 (SD = .17); T(large): M = 1.09 (SD = .19)). 

The total number of seconds taken to fixate on the target was high when the position was set 

to low compared to that of high or medium. 

 

Figure 17: Position- Time to first fixation. 

5.3.2 ANOVA results for Parameter: Time to first mouse click  

A repeated measures ANOVA determined that mean "parameter" differed statistically 

significantly between the levels of factor (F(2, 44) = 90, P <.05). Subjects have spent more 

time to click on the target when the position was set to low (T(low): M = 2.76 (SD =.24); 

T(medium): M = 2.56 (SD =.25); T(large): M = 2.14 (SD = .21)).
 

The total number of seconds taken to click on the target was higher when the position was set 

to low compared to that of high or medium. 

 

Figure 18: Position- Time to first mouse click. 
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5.3.3 Parameter: Number of previous fixations  

A repeated measures ANOVA determined that mean "parameter" differed statistically 

significantly between the levels of factor (F(2, 44) = 158, P <.05). Subjects have had more 

previous fixations when the position was set to low (T(low): M = 5.99 (SD = .81); 

T(medium): M = 4.90 (SD =.66); T(large):M = 3.29 (SD =.42)). 

The total number of previous fixations made before fixating on the target was also higher 

when the position was set to low compared to that of high or medium. 

 

Figure 19: Position-Number of previous fixations. 

5.4 Results 

In conclusion it is observed that, for all the factors with respect to each of the considered 

parameters, the variation to low resulted in users taking a considerably longer amount of time 

to fixate on the target and to click on the target. Similarly, the number of previous fixations 

were also high in scenarios where the factors (size, contrast, position) were varied to low.  
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6 CONCLUSION AND FUTURE WORK 

6.1 Conclusion 

As the main result of the experiment and this thesis, it is concluded that in all the scenarios 

where the factors: size, contrast and position of the target object were set to low, it was harder 

for subjects to find the target. This was observed with respect to the three parameters: Time to 

the first fixation on the target, Time to the first mouse click on the target, Number of previous 

fixations before fixating on the target. There was also an increased number of previous 

fixations for these scenarios as well.  

6.2 Future Work 

This thesis analyzed the environmental parameters in the VR world and sequentially varied 

those parameters in order to determine the significance of its influence on visual perception in 

that regard. However, the work that was performed in this thesis was solely on the basis of 

static scenes or merely plain images.  

Hence, the future work is planned in the following directions: 

• A concrete model could be developed which could help to be certain of whether an 

object within an environment was seen by the user or not. 

• Analysis could be performed on other factors such as speed, which can be obtained 

from a dynamic or a user controllable environment.  
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