Visual Analytics for Classifier Construction and
Evaluation for Medical Data

Jacek Kustra and Alexandru Telea

Abstract Designing and optimizing classifiers for multidimensional mixed quantitative-
and-categorical data is a challenging task. We present here a workflow and associ-
ated toolset that assists with this task, by providing the designer with insights into
how the multidimensional input data is structured, and how this structure influences
the classification results. Our approach heavily relies on visual analytics for detect-
ing relevant patterns in the input data, observing the distribution of classification er-
rors, detecting and controlling the effect of feature selection on the classification re-
sults, and comparing in detail the performance of different classification techniques.
We demonstrate the value of our approach on the concrete problem of building a
classifier for predicting biochemical recurrence, indicating potential cancer relapse
after prostate cancer treatment, from clinical patient data.

1 Introduction

In the last decade, machine learning (ML) has made tremendous progresses and in-
roads into a wide range of application areas, including image classification, time
series prediction, text pattern mining, with application to several fields such as so-
cial networks [43], automotive self-driving [27] and last but not least, medical sci-
ence [1].

An important problem that ML addresses is that of classification: Given a set of
observations, the goal is to assign a label from a (typically small) predefined set to
each observation, based on the similarity of such observations with those from a so-
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called training set. Classification is central to medical tasks such as diagnosis [26]
and prognosis [1] of various types of diseases based on clinical patient data.

Deep learning techniques based on artificial neural networks (ANNS) are a typi-
cal example used in the later case and have shown strong advantages for such clas-
sification tasks, as they require minimal user intervention and fine-tuning [48]. In
many cases, one can simply feed the training and/or test data at hand to such a
network, and largely rely on the network’s inherent flexibility for learning relevant
features to perform the desired classification. Recent results show very high clas-
sification accuracy for complex problems and datasets [16]. However, ANNs also
have fundamental limitations: They typically require a very high number of labeled
observations for training, in the order of tens of thousands or even more. Obtain-
ing such labeled datasets can be impractical or even impossible in certain medical
contexts, e.g. where observations are patients having a rare condition and/or when
labeling incurs high manual effort [5]. In addition, the understanding of the model’s
intrinsic working and the assumptions underlying the relationships between features
can be of key importance to ensure human (domain) knowledge and supervision are
taken into account when constructing a model, and also to convey trust in how the
model operates. In such contexts, using classifiers based on explicit features can be
more effective than using ANNs. However, this approach has its own challenges:
Simple rule-based models are defined based on vague heuristics; and mixing do-
main expert knowledge with data insights is a complex task as it requires ‘showing’
the domain expert how the data is actually used by the model.

Applying all above in practice is hard as several questions need to be answered,
regarding what is the nature of hard-to-classify observations; which classification
technique is the best, and why; and how to set its parameters. Exploring the high-
dimensional space spanned by all these choices, a process we next call classifier
engineering, is very challenging, time consuming, and error prone [23].

Visual analytics (VA) addresses the problem of understanding large amounts of
high-dimensional unstructured data by interactive and iterative exploration of de-
pictions of such data [22, 21]. As such, VA can be an important instrument in the
toolset of classifier engineering. However, to date, VA has been rarely documented
in how it supports this process end-to-end, i.e., covering the steps of dataset struc-
ture exploration, feature assessment and selection, classifier accuracy comparison,
and classifier improvement. One key reason for this is that ML and VA have evolved
historically separately, with limited cross-discipline dissemination. However, recent
efforts indicate promising results for combining ML and VA techniques for classifier
engineering [46].

In this work, we extend the recent VA approach and VA toolset of Rauber et al.
for classifier engineering [46] in two main directions:

e We extend the functionality of the above-mentioned toolset with additional clas-
sifiers, feature selection methods, and manual data clustering methods;

e We present a detailed step-by-step application of this toolset to the problem of
engineering a classifier for predicting biochemical recurrence, an indicator of
potential cancer relapse after prostate cancer treatment, from clinical patient data.
This presents concrete evidence of the added-value of our approach, and also
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provides a practical example of how to cover all the steps required for effectively
and efficiently using VA in such a classifier engineering problem in a real-world
medical context.

2 Related Work

We outline related work in ML and VA along two main axes: classifier design and
visual analytics for classifier design, as follows.

Classifier design: Let D = {d;},1 <i < n be a set of observations, or samples
d; = (d,-1 ,...,d") taken from a m-dimensional space 2, where dl-j are the so-called
dimensions, or features, of a sample. We denote by the feature vector /= (d{ yern dﬁ)
the values of feature j over all samples, and by F = {f/} the set of all m feature vec-
tors. Feature values d! can be either quantitative (real) values, or categorical values.
Let L be a set of categorical labels or classes. Briefly put, the problem of designing
a classifier for 2 is to find a function f : Z — L which associates to any sample
in & a label in L. To design f, one typically uses a training set of labeled sam-
ples D; = {(d;,1;)} C 2 x L to maximize the number of samples in D; for which
f(d;) = I;. Different optimization methods give birth to different classification tech-
niques, such as k nearest neighbors (KNN) [3], random forest classifiers (RFC) [9],
support vector machines (SVM) [7], and learning vector quantization (LVQ) [24].
To test f, one typically counts, for a test set of labeled samples Dy |Dr N D, = &,
the number of correctly labeled samples d; € Dr|f(d; = [;). Besides this simple
so-called classifier accuracy, more complex measures can be used, such as the area
under the receiver operator curve (AUROC) [12].

The challenges of developing a good classifier — finding a f which yields high
accuracy and/or AUROC values — can be grouped into intrinsic and technical ones.
Intrinsic challenges relate to the availability of a ‘good’ set of features £/ which cap-
ture differences between the different classes; the availability of a sufficient number
of diverse samples that cover well the underlying phenomenon that we wish to clas-
sify; and the accuracy of feature measurements f; and assigned labels in D;. We call
these challenges intrinsic since one cannot typically alleviate such issues by chang-
ing the classifier technique and/or its parameters. Technical challenges relate to the
choice of optimization method and optimization parameters used to compute f —
or, in more familiar words, how one preprocesses and/or selects the features, sam-
ples the hyperparameter space of f, and chooses the actual classification technique
/. Intrinsic challenges are often outside the full control of the classifier engineer.
In contrast, the technical challenges can be seen as a meta-optimization problem:
How can we support the engineer in the process of design, training, and testing a
classifier, so as to obtain maximal accuracy results with minimal effort?

Visual analytics for classifier design: Aware of the above-mentioned challenge
of classifier design, also called the ‘black art’ of, or opening the ‘black box’ of,
classifier design [55, 8, 38, 54, 36], several types of methods have been proposed to
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help various steps of classifier engineering. The most common techniques include
correlation analysis, displayed e.g. by matrix plots, to show the correlation of any
pair of features (f/,f/); and ROC graphs to show how specificity and sensitivity
are related. Dimensionality reduction (DR) techniques, also called projections, such
as PCA[19], LAMP [18], or, more recently, t-SNE [31] are used to show the so-
called structure of the input data D by means of 2D scatterplots where inter-point
distance reflects sample similarity in &, helping one to correlate sample clusters
with their assigned labels and thus detect the kind(s) of observations that are hard to
classify [28, 29, 4, 32, 50]. Given the recent popularity of ANNS, specialized visual
analytics techniques have been designed for these architectures, to explore e.g. the
activation patterns of hidden-layer neurons [45] or to find problems in the network
design during training [44]. A recent survey of VA techniques for deep learning
is given in [15]. While being good examples of the added-value of VA for machine
learning, such techniques are not applicable to more classical designs, such as KNN,
RFC, SVM, or LVQ, which we consider in our work.

For such architectures, features play a key role in the analysis, as one aims to
understand how they correlate with each other but also how their values affect the
similarity of, and, ultimately, the labels assigned to samples. For these ends, specific
techniques have been designed. Confusion matrices are used to compare the perfor-
mance of different classifiers [53]. DR methods can be modified to implicitly label
unsupervised clusters with the identities of their most discriminative features [49].
More involved toolsets aim to cover several of the classifier engineering steps. Early
on, RadViz [14] proposed a DR technique where one can see both the data struc-
ture (clusters) and how all features affect their appearance. Atop of this, clustering
techniques are provided to explicitly segment D into sets of similar observations;
feature scoring, based on the ¢ statistic, which rank how important a feature f/ is to
samples having a given class /; as opposed to samples of all other classes /;;, al-
low users to eliminate features which do not strongly help classification. However,
RadViz has several limitations: (1) its DR method preserves sample similarity far
less than state-of-the-art techniques such as LAMP or t-SNE; (2) feature scoring is
used only to order features, yielding different scatterplots of the input data; mech-
anisms for actual feature selection are not provided; (3) visual data exploration is
not integrated with actual classifier construction, training, and testing, which breaks
end-to-end support for classifier engineering (Sec. 1). RadViz’s limitation (1) above
was alleviated by the VizRank [25] and FreeViz [17] tools which added the ability to
select DR scatterplots which best visually discriminate between classes. However,
limitations (2) and especially (3) are still present in these tools.

The above limitations of RadViz and its followers are alleviated by a recent
toolset for classifier engineering proposed by Rauber et al. [46]. The Least Square
Projection (LSP) method [40] is used for constructing DR scatterplots, which gives
a better data structure preservation than the earlier techniques used in [14, 17, 25].
Instead RadViz’s simple ¢ test, more advanced feature scoring techniques including
univariate ones (xz, one-way ANOVA), multivariate ones (IRelief [52]), and clas-
sifier wrappers (ensembles of randomized decision trees [9], randomized logistic
regression [34], and recursive feature elimination [11]) are used. These allow users
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to interactively select features which characterize well specific sample clusters. As
demonstrated in [46], this toolset effectively supports reducing the dimensionality
of an input dataset (by feature elimination) before training a classifier on it.
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Fig. 1 featured toolset for classifier engineering using visual analytics (Sec. 3.1).

3 Part 1: Visual Analytics Toolset and Workflow

We next describe the original toolset of Rauber et al.[46] and our implemented
extensions (Sec. 3.1) and outline the workflows supporting classifier engineering
that our extended toolset, called featured, supports (Sec. 3.2).

3.1 featured Toolset

Original tool: The tool in[46] provides several interactive views for data explo-
ration and analysis — see all views in Fig. 1 except the Feature view, which we added
in this work. These work as follows. The tool reads as input a sample dataset D
stored in simple CSV matrix format (samples d; are rows, features f/ are columns).
Upon loading D, the observations d; are displayed in the Observation view as text
items, or, if image tags are provided for these, as thumbnails, and the names of the
features f/ are listed in the Feature selector view. Both these views allow selecting
a subset of samples Sp C D or of features Sp C F to work with next. The Obser-
vation map displays all selected samples Sp as a 2D scatterplot, using PCA or LSP
as projection technique. Samples can be colored by the value of a selected feature
£/, or class label. This allows seeing whether there is apparent structure in D, e.g.
in terms of clusters or outliers. To explain which features determine such structure,
one can next select Sp in the Observation view (see the dark red points in Fig. 1) and
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invoke the Feature scoring view, which displays, for all features f/ € F, a score in-
dicating how much each £/ contributes to the separation between S and D\ S. Scores
are computed by various scoring techniques, as explained in Sec. 2. Features shown
in the Feature scoring view as bars scaled and sorted by score, and colored by the
frequency of samples over the entire range of a given feature using a green (low) to
yellow (high) colormap. For instance, in Fig. 1 we see that the highest scoring fea-
ture (rightmost bar) has mostly low and mid-range values (yellow at the bottom and
halfway that bar, green for the rest of the bar). The Feature scoring view also allows
selecting a subset of features S to work with next, upon which the Observation
view updates to project D only considering these features. Finally, the Group view
allows saving selected sample subsets Sp under given names, for further analysis.

Tool extensions: Overall, the original tool [46] allows a flexible way to explore
the structure of a high-dimensional dataset D in terms of finding sample clusters
or outlier samples, and explain these by means of relevant features and/or feature
values. While useful, however, such actions do not fully support the end-to-end
classifier engineering pipeline. To this end, we extended the tool in the following
three main directions:

o Classifiers: We integrated five types of classifier techniques in the tool: KNN,
RFC, SVM with linear and radial basis functions (SVM-L, SVM-R), logistic
regression (LR), and two LVQ variants. To use any of these, the user can inter-
actively select the training and test sets in the tool’s various views, run k-fold
cross validation, examine the misclassifications in the Observation view, and ex-
amine the overall accuracy and AUROC metrics. For small datasets (up to 20000
observations, 10..20 dimensions), the current implementation performs such op-
erations in under ten seconds on a modern PC. All classifiers accept data which
can be normalized either by scaling or standardization (see next Sec. 4.5), and can
use various similarity metrics — Euclidean, cosine, or learned distances (LVQ).

o Projections: We extended the original tool by adding IDMAP [35] Sammon
mapping [47], LAMP[18], and t-SNE[31] as projection techniques. This is
important, since, as known in projection literature, no single projection tech-
nique performs well (in terms of preserving the data structure) on any type of
dataset [4, 32, 50]. In particular, t-SNE has shown to be a very effective predictor
of the ease of classifying data [30].

e Feature map: To better understand how different features correlate with each
other and contribute to the data structure, we provide a new Feature map view
(see Fig. 1. Every point in here is a feature vector £/ € F. The points are placed
based on a 2D projection of the set F', using as similarity metric the Pearson cor-
relation or Spearman’s rank between these feature vectors. Hence, close points
in this plot indicate strongly similar features over the entire sample set D, while
far away points indicate independent features. Separately, points are colored to
depict the scoring of all features for the discrimination between a selected sam-
ple set Sp and the remaining samples D\ Sp. In other words, this view enhances
the Feature scoring view by showing not only which features discriminate most
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between Sp and D\ Sp, but also how these features are correlated. We show next
how this information is helpful in classifier engineering.

3.2 Visual Analytics Workflow

Explaining a VA workflow is, in general, hard [22, 21]. Yet, in our classifier engi-
neering context, the key elements of our VA approach are as follows:

e Show the data at hand (D) and its classes L and how, where, and why these do or
do not correlate;

e Show which features f/ of our dataset D are most responsible for correlations of
observations with label values;

e Show how feature engineering effectively influences classification accuracys;

The way in which VA supports all above tasks, and is therefore instrumental in
helping classifier engineering, is illustrated next via a concrete, real-world, applica-
tion.

4 Part 2: Application in Predicting Biochemical Recurrence
After Prostate Cancer Treatment

4.1 Motivation

Predicting the evolution of medical conditions in terms of different metrics such
as relapse, survival, or quality of life following a given treatment can provide vi-
tal information to select the optimal treatment for a particular patient. Having this
prediction available for several treatment options can provide insights into which
treatment is optimal for the specific patient. In particular, for a given treatment, be-
ing able to infer the progression of a certain disease based on the patient’s clinical
and disease-specific diagnostic information can save large amounts of effort, cost,
and patient well-being especially in the early stages of the disease’s evolution. Such
is the case for prostate cancer. After patients diagnosed with this cancer type are
treated, a treatment (or lack of it, by assigning it with active surveillance) plan is
defined for the patient taking into account the available medical information and
patient preferences. Treatment options typically involve surgery (prostatectomy),
chemotherapy, radiation therapy, or a combination therapy involving two or more of
the above options. Following treatment, the increase in concentration of a prostate-
specific antigen (PSA), a phenomenon called biochemical recurrence (BCR), is a
good indicator for potential cancer recurrence, either in the prostate or other parts
of the body. Since BCR typically appears earlier than other signals that diagnose
cancer relapse by several years, predicting its appearance can save precious time for
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controlling, or preventing, the evolution of the disease [51, 39]. Therefore, the mea-
surement of BCR typically happens at discrete points in time following treatment.
Since BCR is a time dependent outcome, for the purpose of this study, we define
two classes: 0 - no recorded relapse after treatment, or 1 - relapse recorded after 5
years following treatment.

Given the influence a prediction of BCR can have on the medical decision for a
patient based on the information present prior to treatment, several research ques-
tions emerge:

e s it possible to reliably predict BCR values from the above measurements?
e Which of the above measurements are the most discriminative in predicting spe-
cific BCR values?

If answered positively, the first question indicates that ‘standardized’ decision-
support systems can be offered to physicians so that they profit from the knowledge
captured by such systems which, in general, can be wider and/or more diverse than
their personal experience. Separately, if we have ways to objectively and intuitively
answer the second question, this will increase the confidence (and ultimately the
adoption rate) of such automated decision-support systems by medical specialists.
All in all, this has the potential to increase the efficiency and/or effectiveness of di-
agnosis and treatment of prostate cancer, with important cost savings and/or quality
improvement as outcomes.

In this section, we detail the engineering of a set of classifier systems for predict-
ing BCR values from clinical measurements for prostate cancer. Key to this is our
use, during the whole process, of the visual analytics (VA) techniques provided by
the featured toolset introduced in Sec. 3 for data exploration and classifier construc-
tion, testing, and improvement. We next describe these steps, as well as our obtained
results. For each step, we outline the relevant questions to be solved, and how VA
assisted in answering these to lead to the next step.

4.2 Data

The input data (used next for training and testing the classifier) consists of a set
D of prostate cancer patients where for each patient, a total of m,,,; = 50 features
are measured. The actual clinical measurements took place over different periods in
time, and were performed by an unknown number of different medical specialists.
From these m = 50 values, we next manually selected a small subset of m = 9 fea-
tures (see Tab. 1) to use next in predicting the presence of biochemical recurrence
(BCR) within a period of 5 years from the measurement moment. The selection was
based on the type of features which are, to our knowledge, widest available and eas-
iest to measure in medical practice. Hence, ground truth is available for the data in
terms of two class labels — patients showing, respectively not showing, BCR within
5 years from measuring the nine features. Given this data, we want to construct a
classifier able to accurately predict these two classes.
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Table 1 Input data for prostate cancer prediction (Sec. 4.2).

[Feature name

|Feature type|Feature range

Age at surgery quantitative ([37.6,77]

Prostate volume quantitative {[9,365]

Preoperative PSA level quantitative [[0.11,106.5]

Number of biopsy cores integral [1...28]

Number of positive biopsy cores|integral [1...10]

Positive biopsy cores (%) quantitative ([3.57,100]

Primary biopsy Gleason score |integral [2...5]

Secondary biopsy Gleason score |integral [2...5]

Clinical stage ordinal {T1, Tla, T1b, Tlc, T2, T2, T2b, T2¢ T3, T3a, T3b, T3c}

4.3 Preprocessing

To make the data directly usable, we first eliminate all samples (rows in D) where at
least one of the nine columns of interest (eight features plus class label) miss values.
The second step regards the treatment of the clinical stage feature. As shown in
Tab. 1, this is an ordinal variable taking values over the three stages T1, T2, T3; the
sub-labels (a,b,c) indicate gradations within each major stage; values having no sub-
label, e.g. T1, indicate that for that patient no finer-grained information is available.
We convert these ordinal values into quantitative ones by using

Tij=a(i—1)+ Bval()), (1
where val(a) = 1, val(b) =2, val(c) = 3, and val(empty) = 0, where empty desig-
nates entries for which we have no sub-label value, e.g., T1. The parameters o > 0
and B > 0, with & > f control the relation between the importances of the major
stages (T1, T2, T3) to that of the importances of the sub-stages (a,b,c). We set by
default o = 10 and 3 = 1. The effect of these two parameters is discussed in de-
tail next in Sec. 4.6. With this conversion, we have now a fully quantitative dataset
which we can use for classifier engineering, as described next.

4.4 First exploration: How hard is the classification problem?

Before actually aiming to build (train) a classifier, we want to assess how hard the
classification problem may be, and how the available eight features contribute to the
separation of the two classes. For this, we project all the available samples using
t-SNE, as it is known that this method achieves a quite good separation of existing
data clusters [31], and color the projected samples by their two class labels (Fig. 2a).
We see that there is no clear separation between the blue (no BCR within 5 years)
and orange (BCR within 5 years) samples. This already indicates a hard classifi-
cation problem ahead of us. Next, we select all points of one class and construct
the feature map using as feature-similarity the Pearson correlation and as feature
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Fig. 2 First visual exploration of the input data (Sec. 4.4).

scoring technique the y? test, respectively (Sec. 3.1). The resulting image (Fig. 2b)
shows us three insights: (1) We see that there are no strongly correlated features,
except the total number and percentage of positive biopsy cores, whose respective
points are relatively close in the map. This indicates that, within our eight feature-
set, there are no obviously redundant features. (2) The number of samples is quite
unbalanced — there are many more blue than orange ones. This will need to be con-
sidered when engineering the classifier. (3) We next see that only a subset of features
have high scores (dark red points in the map). This suggests that we could drop the
other features (brighter-color points) from our dataset without reducing the chances
of building an accurate classifier. However, we need to further check this hypothesis.
For this, we use the feature scoring view, with ensembles of randomized decision
trees [9] as scoring technique (Fig. 2¢). As visible, the relative scores of the most
discriminating features are now very different as compared to the x> scoring tech-
nique used earlier. This indicates that we cannot, so far, drop any of the available
eight features for being not useful for classification. Separately, this indicates that
the type of considered scoring function, thus implicitly the distance metric used to
compare samples, is very important. We will revisit this insight later on.

4.5 Classifier design: First experiments

Based on the insights learned during the first visual exploration (Sec. 4.4), we next
proceed to the actual training and testing a classifier, as follows. We first extract a
balanced dataset from the input data, based on insight (2) found earlier, using ran-
dom sample selection from the larger class. With this dataset, we next train and
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test four different classifiers (KNN, RFC, SVM-R, SVM-L), and we also consider
a dummy classifier, for sanity checking. Optimal classifier parameters are found by
grid search using the classifier accuracy acc (number of correctly classified sam-
ples divided by total sample count) as optimization criterion. For testing, we use
5-fold stratified cross-validation with a split of 66% to 33% between training and
test data. For normalization of the different features (columns), we use both scaling
and standardization.

Table 2 Classifier accuracy for first design (Sec. 4.5).

Standardization normalization Scaling normalization
Classifier technique| accuracy |Classifier technique | accuracy
KNN 69.853 |KNN 69.345
RFC 66.878 |RFC 66.369
SVM-R 66.666 [SVM-R 66.634
SVM-L 65.423 |SVM-L 65.201
Dummy 50.000 |Dummy 50.000

Table 2 shows the obtained accuracy results from this first experiment. As visible,
the standardization normalization is slightly but consistently better than the scaling
normalization. As such, we use this next as default in our designs. As expected,
the dummy classifier returns an accuracy of 50%, which tells us that our testing
pipeline is correctly set up. Most importantly, we see that the classification accuracy
is quite independent on the classifier method, and also relatively low. Hence, we ask
ourselves next which steps can be taken to improve this accuracy.
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Fig. 3 Understanding the distribution of the engineered clinical stage feature (Sec. 4.6).
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4.6 Classifier refinement: What can we do better?

To improve our accuracy results, several directions can be considered. A first and
quite obvious one relates to our initial decision of converting the categorical clini-
cal stage values into quantitative ones (Eqn. 1). Before actually trying to find better
values for the @ and B parameters, let us see how the engineered quantitative clin-
ical stage feature given by Eqn. 1 correlates with the class labels and classification
results. For this, we use the observation view to project our balanced dataset us-
ing again t-SNE, and color the samples by classification correctness (Fig. 3a), next
by the ground-truth labels (Fig. 3b), and finally by the values of the clinical stage
feature computed with the defaults o = 10 and § = 1 (Fig. 3c). We find several in-
sights by studying these plots. First, we see that the data appears to be separated in
three large clusters I..I3, each consisting of two smaller sub-clusters (see outlines
in Fig. 3a). However, these clusters do not correlate in any way with the class labels
(Fig. 3b). Moreover, the classification errors are equally spread over these clusters
(Fig. 3a). Yet, the clusters correlate quite well with the value of the clinical stage
feature — high values in the two top clusters I7 and I3, low values in the bottom one
I3 (Fig. 3c). This suggests that the engineered feature may influence the data struc-
ture in a too strong, and actually undesired, way that does not help the classification.
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Fig. 4 Understanding the parameters o and f§ of the engineered clinical stage feature (Sec. 4.6).

To further understand this, we test and train our classifiers using different val-
ues for o and B in Eqn. 1. As we aim to visually explore these results at near-
interactive rates, we do not perform now the more costly 5-fold cross-validation
used earlier (Sec. 4.5), but run a single test-train experiment, which takes only a few
seconds. Figure 4 shows the observation views for five (a, ) combinations, for the
RFC classifier, ranging between very strong differences considered between the ma-
jor clinical stages T1, T2, and T3 (o = 100, 3 = 1), through moderate differences
(a € {3,10},B = 1), no differentiation between sub-stages (& = 1, f = 0) and com-
pletely dropping this feature (oc = 0, 8 = 0). Similar results to Fig. 4 are obtained for
the other considered classifiers (omitted here for brevity). These images give us ad-
ditional insights, as follows. First, we see that the obtained accuracy values are lower
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— roughly 63 vs 66..69% — than those obtained when using the more exhaustive
evaluation discussed in Sec. 4.5. This is expected, given the rapid training-testing
procedure explained above. More interestingly, we see that the o and 3 settings ap-
pear to not significantly affect the class separation, nor the classification accuracy.
This suggests that the clinical stage feature is completely non-discriminative for the
two considered classes. However, we have seen that this feature scores quite high
discrimination-wise (x2 test, Fig. 2b). Putting these two insights together, we for-
mulate the hypothesis that the problem (of relative insensitivity of the RFC classifier
to the clinical stage feature) is due not so much to the engineering of this feature (
and f values), but to the distance metric that this feature is next used with inside the
classifier.
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Fig. 5 Understanding how different ranges of the engineered clinical stage feature affect classifi-
cation accuracy for the RFC classifier (Sec. 4.6).

To test this hypothesis, we next examine how the range of the T'ij values is cor-
related to the classification accuracy. As we have seen in Fig. 3, the samples can
be split into three groups I;..I3, where only I has high T-value samples — more
precisely, Tij equal to values in the T2 and T3 stages. Let us now select all samples
in I1 having such high T-values (Fig. 5b) and remove these from the dataset, by
interactively selecting the dark-colored points in the observation view in featured.
The remaining points are shown in Fig. 5c. We now run the same classification pro-
cedure on this subset of points, and obtain a larger accuracy (acc = 65.379% vs
acc = 63.546%. Interestingly, the misclassifications are not correlated with the T-
value distribution in neither the initial dataset nor the dataset with removals — see
the uniform spread of blue and red points in both Figs. 5a and 5c. We have now a
number of interesting findings: (1) The analysis in Sec. 4.4 showed us that clinical
stage can be highly discriminative between our two classes, depending on the con-
sidered distance function. (2) The current analysis showed us that samples with high
T-values confuse the classifier.

Taken together, we formulate the hypothesis that one issue with the current set-
up is a suboptimal distance function used internally by the considered classifiers. So
far, we have used the Euclidean m-dimensional distance metric (on the standardized
data values), which is the default in featured. We next run the same classification
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experiment as in Fig. 5a, but using the cosine distance metric, and use all available
classifiers in our tool. We obtain the following accuracy values: 66.932% (KNN),
68.147% (RFC), 68.526% (SVM-R), 68.825% (SVM-L). These are all (slightly)
higher than the accuracy obtained by using the Euclidean metric (63.546%, RFC).
Hence, we validate the hypothesis that the distance metric used has a clear effect on
classification accuracy.

This finding leads us to the final refinement in our classifier design: We consider
using Generalized Matrix Learning Vector Quantization (GMLVQ) [13], a variant
of the classical LVQ classifier [24] which is able to learn the distance function from
the training set. GMLVQ works as follows (for full details, we refer to [13]): We
first define a set of so-called prototypes w; € R™. Secondly, we associate a (typically
equal) number of prototypes with each class. Thirdly, during training, prototypes are
moved in R so that their nearest-neighbors from the training set match their class
labels, using a gradient descent optimization process. Atop this process offered by
LVQ, GMLVQ also allows learning the distance metric d(xX;, w;) used to compare a
training sample x; with a prototype w;, defined as

d(xj,wi) = (x; — w)TA(x; —w;), )

where A is a m-bym real-valued distance matrix whose entries are learned during
the aforementioned optimization process. If A is a diagonal matrix (as in classi-
cal LVQ), we obtain the classical Euclidean distance metric. Other values for A
model distances where different features have different weights. Intuitively put,
GMLVQ resembles a KNN classifier where the prototypes are the centers of sev-
eral m-dimensional Voronoi cells, and all samples within a cell get the label of the
cell’s prototype. Given that A is not an identity matrix in GMLVQ, the boundaries
of these cells can take complex shapes, therefore are able to approximate decision
boundaries better than the linear boundaries of LVQ. GMLVQ was shown in the past
to yield good results for problems (datasets) where other classifiers did not perform
well [13].
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Fig. 6 GMLVQ training errors for balanced dataset.

To assess the effectiveness of GMLVQ, we use again our balanced dataset that we
considered so far. We train GMLVQ using two protptypes, one for each class. After
training, we use the same dataset for testing, to assess the training errors. Moreover,
we now perform a more detailed analysis of the quality of the classification, con-
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sidering not only the aggregated accuracy, but the finer-grained Receiver Operator
Curve (ROC). Figure 6 shows the obtained results. The first three images (a-c) show
the evolution of the total training error, training error for the two classes, and area
under the ROC (AUROC) as a function of the gradient-descent optimization itera-
tions performed by GMLVQ, for 50 iterations. To construct the ROC, during the test
phase, we consider that, for a GMLVQ classifier using two prototypes (w; for class
1 and w for class 2), a test sample x is assigned to class 1 if

d(x,wy) <d(x,wy)—0, 3)
and else to class 2. Here, O represents the bias given to class 1, and d is given
by Eqn. 2. The fourth image (d) shows the final ROC obtained. We see how all
error metrics converge quickly after roughly 30 iterations. We obtain an average
error rate of 35% for the BCR within 5 years class, respectively 25% for the no
BCR within 5 years class (Fig. 6), yielding an aggregate average error of 30% for
both classes (Fig. 6a). The corresponding AUROC value reached by optimization is
0.7624 (Fig. 6¢c). We evaluate the accuracy acc by selecting the point on the ROC
corresponding to a bias 8 = 0 (Eqn. 3), i.e., for which GMLVQ assigns to a sample
the label of the closest prototype (Fig. 6d, point marked 6 = 0). We obtain acc =
75.2%. This is 10% higher than what we could obtain with all the earlier classifiers
which used the Euclidean or cosine distances.
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Fig. 7 GMLVQ training and testing errors for balanced dataset, 10-fold cross validation.

As these findings are encouraging, we aim to strengthen them by a deeper analy-
sis. For this, we use again the balanced dataset, but perform now 10 folds of training
and testing, with a 66% vs 33% training vs testing data split. Figure 7 shows the
results. As visible, these are very similar to the training error analysis: GMLVQ
converges again quite quickly (25 iterations), and delivers an average error of 30%
for both the training and test set. As before, the per-class errors (training and testing)
are higher for the BCR within 5 years class (roughly 35% vs 25% respectively). The
AUROC values for training and testing are both 75.5%. Choosing again the point on
the ROC in Fig. 7 for 6 = 0 (Eqn. 3), we obtain a classification accuracy of 75.2%.



16

0.38

Jacek Kustra and Alexandru Telea

nas% b
0346 &
s2(]
03¢,

+
0251 e

.26

ae

[[training [ltesting

PRCTL
e

-BéR <5years
Wlno BCR<5yr

ST eeenet outatytyeyn

e M i o LT

a) total training and test errors

10 20 El a0

[Mtraining [ltesting

[

10

b) per-class training errors

o
20 30 40 ]

[Wno BCR<5yr

[EBCR <5 years

40990904048, 000 o0,

itive rate.

posi

_ true

acc=77.1%
(6=0)

AUROC=0.74053

10

20 30 40 5

0

02 04 .. 0B [E]
false positive rate

€) AUROC, training and test sets d) per-class training errors e) final ROC (average, all folds)

Fig. 8 GMLVQ training and testing errors for unbalanced (full) dataset, 10-fold cross validation.

To further confirm these good results, we finally consider the entire unbalanced
dataset (see Sec. 4.4). We perform again 10 folds of training and testing, this time
with a 33% vs 66% training vs testing data split. The training set is always balanced,
randomly picked from the full dataset. In contrast to the previous experiments, we
now use 4 prototypes for each of the two classes, in order to assess whether the per-
formance of GMLVQ is affected by this choice. Figure 8 shows the results. Com-
paring these with Fig. 7, we find a slightly slower convergence requiring about 40
of the 50 iterations used. The average error (over both classes) is the same, roughly
30%, with a slightly different balance between the BCR within 5 years class (35%)
and the no BCR within 5 years class (5%). This is explained by the way in which
the dataset is unbalanced. The average AUROC, however, is still quite good (0.74).
For the chosen point on the AUC (Fig. 8e, 8 = 0), we obtain an accuracy of 77.1%,
which is quite consistent (actually, sightly higher) than the value of 75.2% obtained
for the previously considered balanced dataset.

In conclusion, the GMLVQ delivers the best results (accuracy of just over 77%)
from all studied methods.

5 Discussion

We discuss next several relevant points related to our proposal of using visual ana-
lytics (VA) for classifier engineering.

Added value of VA: A very important question to answer is: What has been pre-
cisely the main added value of using VA in the process of classifier engineering for
our application? The answer to this question is twofold. First, VA provides to classi-
fier designers insights on the consequences of all considered design choices (feature
engineering, feature selection, and classifier design, training, and testing). This al-
lows forming and testing hypotheses as to the optimality of a certain decision. When
such decisions test positively, the respective design choices can be frozen and the
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design process advances to the next step. In the opposite case, the designer literally
sees which are the undesired consequences of a design decision, and can formulate
hypotheses (new design choices) to next test. This way, VA ‘drives’ the design pro-
cess in a simpler and more controlled way than if one had to blindly chose directions
for exploring the design space. Secondly, VA provides a way for actual end users
of a classification system to visually understand how the system arrived at a given
decision (label assignment) for a given observation. This can help the acceptance of
such a system in decision-support contexts, especially when the end users are not
machine learning experts.

Practically, using VA during our classifier engineering, we have been able to
solve the problems of converting the clinical stage values and choosing the distance
metric (and implicitly, classifiers that can handle this). Practically, all the experi-
mental work described in this paper has spanned under 10 hours. This is far less
than typically needed for refining classifier pipelines for similar contexts [10].

Limitations: While useful, our VA proposal and its support in the featured toolset
has several limitations, as follows. First and foremost, we do not explore in detail
the entire space of design possibilities spanned by the normalization and selection
of input features, possible distance metrics, classification techniques, and hyperpa-
rameters. This is, we believe, unavoidable, since this space is simply too large to
densely sample along all its dimensions in an effective way. Nevertheless, we argue
that the visual feedback provided by VA, via the different views of featured (obser-
vation, scoring, and features), coupled with the user’s ability of directly controlling
all aspects of the classification pipeline from within the tool, provides insights that
allow the designer to use his/her intuition to limit the search effort towards finding
a good design. We follow here the same rationale used earlier when coupling sci-
entific visualization with numerical computation in so-called computational steer-
ing approaches [37]. Secondly, the ability of projections to accurately expose high-
dimensional data structure is well known to be imperfect [33]. However, we do not
use projections to predict actual classifier accuracy, but only to gain insights on
general trends, such as the correlation of clusters with specific features and feature
values, which next help or classifier engineering decisions.

Implementation: featured is implemented mainly in Python, using Qt for the graph-
ics interface. Classifiers, feature scoring techniques, and the t-SNE projection are
provided via the scipy, scikit-learn, and mipy Python packages [20, 42, 2]. Third-
party projection techniques such as LAMP, IDMAP, and Sammon mapping, and
LSP, are provided by the Java-based Projection Explorer framework [41] via Python
wrapping. For GMLVQ, we based our implementation on the open-source code
available at [6].
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6 Conclusions

We foresee two types of effective extensions of this work, as follows. On the tech-
nical side, we aim to extend featured with mechanisms that provide a consensus
outcome for its key dimensions (projections, feature scoring metrics, and classifica-
tion techniques). This way, users can decide much easier on the importance of an
obtained insight, e.g. based on a voting scheme. On the application side, we aim
to perform a more in-depth study of the prediction accuracy of prostate cancer re-
lapse, based on more samples (patients), considering more dimensions (features),
and studying how the machine predictions match predictions performed by actual
medical specialists.
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