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Abstract —We present MoleView, a novel technique for interactive

exploration of multivariate relational data. Given a spatial em-

bedding of the data, in terms of a scatter plot or graph layout, we propose a semantic lens which selects a specic spatial a nd
attribute-related data range. The lens keeps the selected data in focus unchanged and continuously deforms the data out of the
selection range in order to maintain the context around the focus. Speci ¢ deformations include distance-based repuls ion of scatter

plot points, deforming straight-line node-link graph drawings, and as
Using a brushing-based technique, we further show the applicability

varying the simpli cation degree of bundled edg e graph layouts.
of our semantic lens for scenarios requiring a complex selection

of the zones of interest. Our technique is simple to implement and provides real-time performance on large datasets. We demonstrate

our technique with actual data from air and road traf ¢ contr ol, medi

Index Terms —Semantic lenses, magic lenses, graph bundling, attri

cal imaging, and software comprehension applications.
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In recent years, the amount of data which information vigasibn
techniques are confronted with has increased massivebtesl dis-
play sizes have remained largely identical. Infovis teghas address
this challenge in two main ways. First, datasets are siredlby clus-
tering or subsampling, so they deliver manageable data at®ieith
respect to available screen size. Secondly, mapping tgoésimax-
imize the amount of information displayed per screen spaea, ®r
information density.

However effective, techniques of the second type creatiiaxial
challenges to explorative user interaction. Consider #se ©f dense
node-link layouts or multivariate datasets displayed astsrplots or
parallel coordinates. Such techniques create signi cambunts of

the lens, or pull them back, hence the name of our technigee- S
ond, we extend our data-driven deformation idea to exploredted
graphs. Given a bundled and unbundled version of the sarpé gnee
use the MoleView to control the bundling strengthd which edges
get bundled at a certain location. In this way, users canoeggbun-
dled graphs€.g. dig into a bundle to extract edges of interest based
on attribute value) or, conversely, interactively simpbf given layout
by bundling uninteresting edges. Finally, we extend thess#im lens
concept for the task of exploring a dataset by the smooth ateitnin-
terpolation between two completely different layouts & #ame data,
using as example the exploration of two-dimensional sdatages.
Our technique has just a few parameters which are simplerttvato

overlap between the drawn elements (points or edges). This simplly end users, can be ef ciently implemented to provide teak in-

es the resulting visualization by reducing the number ofqeéved
elements. However, overlaps make it harder to explore ttesda In
typical 2D visualizations, it is hard or even impossible ¢ svhat is
hidden 'under' the front-most elements, even when usingsiparency.
Hidden elements cannot be easily selected and/or brusherdndth-
out additional interaction effort. We have the situatioracfompact
visualization (desirable from the viewpoint of scalalyil#&nd, option-
ally, clutter reduction) which is suboptimal for interagtiexploration.
Finally, there are use-cases when a given dataset may bermest
stood by using several layouts, one for each aspect beingiead.
Displaying a one layout in separate linked views of all laigazan be
suboptimal as it increases the effort required from the tseorrelate
between the different views.

In this paper, we present MoleView, a framework for interacex-
ploration of largeelement-based platsvhich are sets of discrete data,
elements, each with several data and/or position (laydtipates,
which are visualized using a single, rather than multiplewe. Ex-
amples thereof are node-link layouts, (multidimensiosedtter plots,
and images. Our contributions are as follows. First, werektie
well-know semantic lens with a range-based attribute tteselect a
'data layer' at a user-de ned point,e. a set of data elements falling
within the lens' position and attribute Iter values. Inst of hiding
the elements in the lens which fail passing the attributer,ltve use
a dynamic re-layouting technique to smoothly push thesey dwan
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teraction on large datasets, and can be easily incorporadsting
Infovis data exploration applications.

The structure of this paper is as follows. Section 1 presests
lated work in the area of semantic lenses for attribute-dbaselo-
ration. Section 2 describes the principle of the MoleVieshtgque
and its three different modes on utilization (elements,dbesy and
dual-layout), and illustrates our technique in practiceaorange of
real-world datasets. Section 3 discusses the presentedidee. Fi-
nally, Section 4 concludes the paper with future work dicet.

1 RELATED WORK
Related work in Infovis falls within several areas, as foko

Magic lenses: The Magic Lens introduced the idea of locally
modifying a screen region based on a user-selected opdijtor
Originally used for modifying the graphics appearance and/
editing the properties of shapes at a focal point, the MagiecsLwas
subsequently extended to allow more complex operationf sisc
complex effect compositing and interactive lens paramedémg [1].
Tangible magic lenses extended the base concept to allog tse
'slice’ through, or zoom in, layered 2D or 3D datasets byrattively
moving a 3D tracked physical planar object (the lens) whigsh
either rigid [24] or exible [15]. Nonlinear projection waadded to
magic lenses to deform 3D scenes as if seen through a cylaidn
spherical lens, working fully in image spadées. without access to the
actual 3D scene [34].

Semantic lenses, focus and context, and deformation tecliies:

The dust and magnet technique allows users to de-cluttge ksat-
tered plots by placing several data-attribute-driven 'metg’ in the
display space and moving data points close to them basedeon th
points' attributes [35]. This metaphor is somewhat simitathe pre-

set controller [29] which is, however, used for the inverperation

of synthesizing data values based on the distance of a clorsav-

eral data-attributed presets. The bundled graph visu@lizpresented



in [10] for comparing software hierarchies proposes a rcand a
line-based lens which allow users to interactively selduiradle of in-
terest by drawing and/or brushing over the displayed grejaiwvever,
no deformation is used here: focus+context is reached loyr-talsed
highlighting the selected edges. In a different contexigldlét al.
visualize vessel movements (trajectories) on a geographiap us-
ing a blending technique which groups close trajectorigs $mooth
shaded shapes [30]. Overdraw is eliminated as the datashoven
as a continuous shaded map. A simple form of semantic lenseid u
to emphasize speci c trajectories,g. slow moving ships, by tuning
the shading and blending parameters. However, spatiatrdafmn
is not used to declutter trajectories, since position datteemed too
important to be altered.

Deformation techniques are used for visualizing large sataby
locally changing the underlying spatial layout of the daleneents
in order to dedicate more space to important data elemeats tth
less important elements. Many variations have been pradpfrsen
the original sheye view [7]. For data tables, the table léosally
distorts the Cartesian cell layout to give more space toispble
rows or columns [20]. For node-link layouts, techniquesiude
local edge deformations, or re-layouts, such as the Edgeasd its
variations [33], and selective edge hiding based on ateiat the
position of a user-speci ed focus point. The local edge lemd bring-
neighbors lens of [28] are variations of EdgeLens which nesveziges
between nodes within a focus zone (lens) and pull nodes ctethéo
nodes-in-focus within the lens, respectively. Edge plogldallows the
user to explicitly drag groups of edges away to clarify drgtd zones
and/or specify nodes or edges to be left unmoved [32, 31]. dédew
effective, edge plucking requires a certain amount of miafiart.
Link sliding and 'bring & go' techniques [16] assist the egmtion
of node-link diagrams by constraining the user-controftezis point

along a given path in a snap-to-edge manner and moving nodes

connected to a node of interest close to that point. Fistegfeiques
have also been proposed for trees [28, 8].

Edge bundling techniquestrade off clutter for overdraw in the vi-
sualization of large graphs by geometrically grouping igigtclose
edges into so-called bundles. Bundling techniques inchidearchi-
cal edge bundles (HEBSs) [9], geometric-based edge bunf]eoiv
maps [19], force-directed edge bundles [11], and Vororasieldl edge
bundles [13]. The visualization is simpli ed by creatingdiiibnal
empty space. However, overdraw, or edge congestion, matersi¢-
tive selection of speci ¢ edges dif cult [32]. Since manygeks over-
lap, local interaction techniques such as edge pluckindeaseappli-
cable here below bundle level. The 'digging lens' preserntefP6]
partially addresses this problem by thinning overlappingdies at
the focus location to allow one to see and/or select bundieswed
due to the inherent overdraw.

Within the large body of work and variations of lens techmeisjuve
frame our contribution as follows:

1.

combined position and data attributes rather than on posdr
data only, as present in most existing lens applications;

shape (as present in existing work) to arbitrary 2D shapéshwh
are interactively speci ed by the user via direct painting;

ements within the lens, for any 2D lens shape;

position and data we generalize semantic lenses to work otweenL f!t andLpew

. animation:we use smooth animation to continuously deform e

2 MOLEVIEW PRINCIPLE

The principle of MoleView is as follows (see also Fig. 1). Apit,
we consider a datasBt= fsg consisting of a set of data elemests
which all have 2D layout positioris= f p; = ( x;yi) 2 R2g. Examples
thereof are scatter plots, whesieare data points; images, wheseare
pixels with color information; and node-link graph drawéngvhere

s are nodes, edge control points, entire edges, or entiretadyties.
Any other dataset can be considered as long as it provideso2D p
tion information. Within the given layout, the positions different
elements can overlap,g.in the case of (bundled) graph drawings (in
which case clutter and overdraw are an issue), orergtin the case
of images. Eacls can have an application-speci ¢ attribute vector
vi = fvjj0. For simplicity, we next consider only numerical attritgite
vij 2 R. However, the MoleView principle applies equally well for
other attribute value types.

When exploring a 2D rendering @, users rst de ne a so-called
focuszoneZ R2. Our central goal is to support tasks which involve
exploration of the spatial structure and data attributgitigtion of el-
ementss 2 D within the focus zoneife. p 2 Z). The provided support
is offered in terms of a semantic lens applied on the zonetefést.
Our lens combines a exible, easy to use, animation-basethardsm
for specifying the focus zone, containment of data elemiertise fo-
cus zone, and attribute values to explore, and also the tiyppatial
deformation applied to the data elements in and/or outsieléens.

We guide the design of our lens by the following:

exploration should use singleview rather than linked views;

the zone and attribute range of interest should be easilyi spe
able by simple mouse-driven operations;

the lens should address the overdraw problem in dense iaual
tions by allowing users to 'see’ behind the front-most elatag

the lens should provide a focus-and-context metaphor on the
datasetD. Changes to the layout of D should besmoothso
that users maintain their mental map when using the lens;

The general mechanism proposed is as follows. First, weetsele
the set of data elemen®? D which are spatially withirZ. Spa-
tial containment is determined by the desired effect ané tyjpdata
elementsg.g. points or curves. Secondly, we ItddZ to a subset of
data element®3¢ which are within the attribute range of interest
Like for spatial containment, attribute selection can Imedifferent
types of Iters for different tasks. We call the sBft = DZnDse the
set of ltered elementsi.e. elements that fall in the lens spatially but
not data-wise. The most important step is the third one: Vydyap
smooth, time-animated, spatial deformatbnR2 R* ! R2 from
the original layoutfilt = f p; 2 R%js 2 Dfiltg of the elements i it

toyield a new IayoquﬁigN: D(L;t). The time parameter> 0 controls

the animation of the deformationg. morphs in both directions be-
filt_as the lens is activated, respectively deactivated.
Suitable choices of the deformation functibmllow us to perform de-
cluttering, selective sheye-like exploration on spectata elements,
bundled graph exploration, and also correlation of dateetds be-

. lens shapewe generalize the lens from a xed or parameterizedween different layouts.

We next detail three different instances of the MoleViewslenin-
ciple outlined above: element-based exploration (Seg, Buhdle ex-
ploration (Sec. 2.2), and dual-layout exploration (Seg).2.

2.1 Element-based exploration
In this mode, we consider the exploration of a dat&ethose ele-

. dual layout: we generalize the deformation to interpolate bementss have the minimal amount of information: positipnand an

attribute valuev;. We rst de ne the zone of interesf as a distance
R2. The distance eldDy is de ned using a so-

calledcontrol set P R2, as follows. First, we compute the distance

4
tween two different spatial layouts of a given dataset, tfipam Vi
repelling elements based on distance to a focal point; eld Dz(P) : R"!

5. element typeswe propose a single lens principle and implementransformDTp : R21 R [3]

tation for points, pixels, graph edges, or edge bundlesngr a

other element that has position and data values.

2 _ .
DTp(x2 R%) = %lgkx yk (1)
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Fig. 1. MoleView interactive exploration pipeline

GivenDTp, Z is simply the level set dDTp at a user-speci ed distance
d > 0. Hence, we select all data elemespatiallyfalling within Z as

@ |

If Pis a compact set, thehis also be compact. However, this is not €
constraint — the sd® can be any collection of points, lines, or surface: )
in 2D. ComputingD? is simple, no matter how complex the the date - \[
element shapes are: We render a shape and apply the pogdion /
test (Eqn. 2) when visiting each rendered pixel, an oparaiciently
supported by graphics hardware.
GivenDZ, we next select the elemeribs®!
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the zone of interesind also have attribute values of interest. In this \ Vie) /
paper, we use attribute-range selection \ sl /
sel Z: o+ Position
D> = fs 2 D7V 2 [Vmin; Vmaxl9 ®3)
\\‘ g
Other attribute tests can be substituted easily withoetéfig the im- \\_\v///

plementation or ease of use of our method. The spatial ariduaé
tests (Eqns. 2 and 3) can be done in a single rendering pass. .

The element-based exploration works now as follows. The use
speci es the control seP by direct interactionj.e. brushing in the
visualization using the mouse. In the simplest case, ometsebne or
more screen points which will fori, similar to [33]. In this caseTp  user changes the control set by moving the mouse, pointsrkeejng
is a superposition of point radial distance functions. Tize sf the as they enter into, or exit from, the zone of interest. Whenl¢hs is
zone of interest! is via the mouse wheel with a modi er key (Control). deactivated by mouse button release, we chartgean attraction eld
More complex interactive speci cations & yielding more complex v, de ned at the current location of the displaced poipf§® as
distance transformBTp, are described in Sec. 2.4. Apart frdfnthe
user also speci es an attribute Iter to select elementseblasn their
data values. For the lter in Egn. 3, we specify the rafggin; Vmax
by moving the mouse wheel.

The MoleView comes now into action: We keep the poibf§!
which fall spatially and data-wise in the lens at their ar@ilocations
p; and de ne the layout fit for the Itered pointsDfilt so as to push
them away from the exploration focus (see Fig. 2). For thismwove
the pointsp; 2 D't in the gradient eld NDTp with a speedyvj
which decreases as points get close to the lens border ahdiffnrom
the control seP. In detail, the motion eldv: RZ! RZis de ned by

g. 2. MoleView element-based exploration mode

V(ph = p pP ®)
wherep; are the point positions before displacement. The effetias t
the displaced points smoothly go back to their original poss with
decelerating speed, thus reversing the lens effect.

For additional cues, we change the rendering of the disglace
elementsp; usingDTp(p;i) by linearly interpolating their transparency
between a low valu@min at DTp = 0 and a maximal valuamax= 1
atDTp = d, i.e. on the border o.

Point dataset example:We rst consider a 2D point plot of a multi-
variate dataset using multidimensional scaling (MDS) [T8]e points
are text documents placed on the 2D plane so as to re ect phitasi
ity of topics they contain. Document similarity is computasing a
cosine-based distance between term vectors extractedtfr@whocu-
i.e. decelerates points, as they get close to the lens borderadtige, ments' text [22]. Document topics, found by the classi catialgo-
exponential decaying pro les give smooth animation resulthe ad- rithm underlying the MDS layout, are saved as point databaies.
vection implicitly yields a deformatiol(t) which gradually pushes Due to overdraw, it is hard to see which are the point topidhiwia
points away fronP and slows them down at the lens border. Differengiven spatial region. This insight is important for MDS plsterse.g.
speed pro les as function of the distanceRtean be easily substituted. to detect data points which are close to a topic classi catiorder,
The advection in Eqn. 4 is applied when the lens is activated fand for MDS algorithm designers, to assess the algorithrityabd

DTr(X)

v(x)= NDTp(x) /

(4)

The function/ :[0;1]! [0;1];/ (0)= 1;/ (1) = O lowers the speed,

mouse clicking and is done as long as the mouse button is kegdgd.
During this period, we continuously update the positionhaf points

separate different topics.
Figure 3 shows the element-based lens applied to this dafEse

in DIt and redraw them, thereby creating a smooth animation. As tkelected attribute range-of-interest matches the puglered topic.



Fig. 3. Element-based exploration of an MDS plot for text documents. Colors are document topics. Points outside the range of interest are gradually
pushed to the lens border

When the lens is activated, points outside this topic areothty brought back to their original position. The edge contraihgoare

pushed towards the lens periphery, while points within tgc stay moved smoothly the gradient eld dTp, which yields a smooth vi-

unchanged. By changing the attribute range with the mouseelyh sualization, allowing to follow how edges are ltered in artdrom the

we can browse through the topics overlapping at a given ilmtat lens. Overall, edges continuously move in or out of the lenysaaam-

Points are pushed or attracted with respect to the lensrcastiney eters are changed (see the video material). Edges whicklarted in

exit, respectively enter, the range of interest, yieldingeguence of the lens stay unmoved, which makes them easy to spot. Thmetita

smooth transitions, which helps understanding the image. effect reminds of a mole pushing earth (data elements) drasnit
digs at several locations, hence the name for our technique.

Trail dataset example: Our second example dataset is a set of tra-

jectories (trails) whose end points indicate airport lana in France.

Trails are ight routes between airports, recorded by aéf & au-

thorities (17275 ight routes) [12]. Each trail is a sequeraf points

with geographical and altitude data at the respective imcafltitude

is visualized by color mapping. Note that this dataset is stwictly

speaking, a graph since trails do not always share startrahgants.

a b

Fig. 4. Flight trails dataset (a) and element-based MoleView lens (b)

Rendering the entire trail set with altitude-colored edgietds an
image of very limited usefulness, given the high data oéctusind
clutter (Fig. 4 a). An important task here is to nd ights wita cer-
tain altitude, or altitude variation, over a given spatégion,e.g. high-
altitude ights, or take-off and/or touch-down ight segmies [12]. We
could use the technique of Niets al. [30] to reduce clutter, but this
would not address the speci ¢ task of emphasizing specighi seg- Bundled graph example: We next show element-based exploration
ments. Also, the method in [30] uses blending to eliminaterdraw, for bundled graphs. Data elemergsare individual control points
which makes it hard to see individual ight routes. of the bundled edges. Figure 5 a shows the graph in Fig. 4 bdndl

Figure 4 b shows the element-based MoleView on the ightsisita by the method presented in [6]. Any other bundling methods ca
We select a circular zone of interest by moving the lens taltgred be used equally welle.g.[11, 5, 13]. Compared to the unbundled
location. Next, we tune the radius and altitude range fortme of in- view (Fig. 5 a), bundling reduces clutter and allows us ta gpoups
terest using the mouse wheel. The selected altitude f@pgevmax is  of close ight routes. However, w now cannot see tétudes of
shown by the colored bar on the lens's periphery, which mavesnd these ights,e.g.if ight connection patterns captured by the bundles
the center as the mouse wheel is turned. As we change thegmtwoare similar or different for different altitudes, given theherent
rameters, ight routes are dynamically pushed to the lemgppery or overdraw. With the MoleView, we select a zone of interesuacban

Fig. 5. Bundled ight trails (a). Attribute-based MoleView lens for three
altitude levels (b-d)



agglomeration and push control points for edges in thatmaahing
our altitude lter outside of the bundle. The effect is siarilto
locally bundling edges within the desired attribute rarfgigure 5 b-d
show this for three altitude ranges (low, medium, and highthe
same location. We additionally emphasize the selectioacefby
rendering selected elemenBSe with their colors as set by the
original visualization and desaturate the element®fi. We now
see that the bundling patterns of these ights are differeat plane
routes group differently on altitude. The exploration abdw useful
in answering questions such as whether a certain group dftsig
(bundle) contains ights of a speci c altitude range. If tlggaph
would encode a software system structure, like the one in Hig
(discussed further), the question addressed would be whathiven
system-to-system connection contains dependencies vén tyipe.

Image data example:Figure 6 show the element-based lens applied

to image data. The elements of our datd3etre pixels in an image.

A pixel with image (x;y) coordinates is attributed by its grayscale

or color value. Images (a-c) show the lens applied to anhigite
resolution angiography image of the human eye [14]. Thébate
Iter was selected to retain the bright pixels correspoidia impor-
tant blood vessels and push the darker pixels away from thesfof
interest. The three images show how ltered pixels are pdsiveay,
revealing the blood vessels in context. Images (d-f) shanehs ap-
plied to a color-coded image of the traf c in Lisbon at night.[Green
hues show relatively slow moving vehicles. This time, theitaite
Iter was set to work on hues, retaining the green range. Tineet
frames reveal the slow motion traf ¢ close to the focus ofeneist.
However, the spatial map context is preserved, as ltereglpiare
gradually pushed away from the focus (or brought back in,nuige
leasing the mouse). In contrast, traditional value-basteting would
not preserve the context but abruptly eliminate elementobihe at-
tribute range of interest from the visualization.

2.2 Bundle-based exploration
Our second scenario, callddindle-based exploratioreonsiders the

Fig. 7. MoleView bundle-based exploration mode

the positions in one layout to the positions in the seconduay

Point-level exploration: Figure 8 left shows the bundle-based lens for
the ights graph. Compared to Fig. 5, Itered elements are/moved
towards their unbundled locations rather than being pusbtedrds
the lens periphery, yielding a smooth local transition lestwthe bun-
dled and unbundled layouts for the selected edge portioimee $he
lens uses both position and attribute values, this is diffethan sim-
ply unbundling theentire bundle in the zone of interest. The reverse
scenario where selected elements are moved towards theindied
layout is obtained by applying the deformation (Eqn. 6) angatDse!
rather than oDt (see Fig. 8 right). In this case, the lens supports
the task of locally showing selected elements in their aagspatial
context, and Itered elements using the simpli ed bundleew:.

more speci ¢ case of a datasBtrepresenting a bundled graph. Data By swapping the layouts? and LY in Egn. 6 and applying the
elements are now either individual edge control points, entire edgegns on an unbundled graph, we obtain two complementargtsffe

or entire bundles. Such datasets can be obtained using time m&ny
available bundling methods [9, 5, 11, 13]. As explained in.8ebun-
dled layouts provide simpli ed visualizations of large ghes but also
increase overdraw. This makes it dif cult to understand ethédges
exactly are part of a given bundle, unless the bundling ia-datzen,
which is not the case in all examples we are aware of. Fornosta
hierarchical edge bundles (HEBs) used in software visatidin have
proved of limited success beyond assessing the overall laugighof a
system [9, 10]. Such edges are annotated with data attsibigetype
of dependency (call, uses, inherits, includes, readsewritwns), or
number of times and moment when a function gets called. Redt
software comprehension tasks such as reverse-engingaritgtec-
ture quality assessment, and performance assessmentaneadetr-
stand how such attributes are distributed over the edgebumdle.
Given a control set and zone of interest de ned by the us
(Sec. 2.1), we consider a bundled laybftand an unbundled layout

i.e. we can locally bundle selected elements while leaving adiréd
elements at their original locations, or locally bundlesied elements
leaving all selected ones at the original locations. Thesearios are
useful when the user wants to keep the origioahtext(unbundled
graph) and wants to apply the structural simpli cation (bling) on
thefocuszone. Figures 8 illustrate the above scenarios.

Edge-level exploration: We can also apply our lens on entire edges.
Elementss of our dataseD are now whole edges rather than edge
control points. The method stays the same, but we now apgly th
deformation (Eqgn. 6) tall control points of edges in the lens rather
than to points in the lens. The lens has now bundles (or uieshd
an entire set of selected edges (Fig. 9). Here, ights thhotlge
Paris area are smoothly bundled, while other ights are draitheir

Briginal locations. This is useful when one wants to expeset of

trals in detail,i.e. see them in their entirety in their original positions,

LY of the explored graph . We now apply our semantic lens pipeliRather than applying unbundling to a spatially con ned oegi

(Sec. 2) by setting the original and deformed laydutand L it to

the bundled and unbundled layoufsandL" respectively. The defor- Bundle-level exploration: At the coarsest level, we can apply our
mation D smoothly interpolates between the two layouts rather thaéns on entirebundles For this, we need explicit bundle identities
moving points away from the zone of interest as for the eldrbased 55 groups of edges. Given a bundled layout, we compute sugh ed
exploration (see Fig. 7): groups, or clusters, using the bottom-up hierarchical @ygtative
clustering scheme based on Euclidean distance betweercedgel
points in [26]. This gives a partitio@ = f ¢;g of the edge set in the in-
put graph into clusters which contain edges which we vigymdfceive
as a bundle. Other edge clustering schemes can be usedréftdes
Just as for the distance- eld-based deformation (Eqn. dferént Given such a partitio® of the edge set, we can now directly use our
speed pro lesl can be used to control the animation. The attractiolens on entire bundles by considering a whole bundle as atatent
termV (Egn. 5) is identical to the element-based exploration. &Vhes in any of the exploration modes described above. The adganta
the lens is deactivated, displaced elements snap back Bipd@m is now that users can brush a single branch of a bundle anctlglire

D(t; pi) = [ (LP+(1 [ (t)LY (6)
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Fig. 6. Element-based MoleView applied to grayscale angiography image (a-c) and color-mapped traf ¢ speed image (d-f)

explore the entire bundle. Figure 10 shows this for a radigbit D(t) which links the positions of corresponding data elemerite(g)
depicting the structure of a software system (nodes arevadtenti- piC and piP in the two layoutd.© andLP respectively

ties, while edges are dependencies). Bundles are exyplidéhti ed

using edge clustering and assigned different colors (aerdtively, D(t;p)= | ())pC+(1 1 (t)pP (7
this can be done by clustering edges relating speci ¢ costsée sub- ) o
systems, if a software containment hierarchy is availablecal un- Compared to the element-based exploration mode, our goakhislif-
bundling reveals the structure of a speci ¢ zone of intefedt This ferent: We wish to correlate the spatial dlstrlbuthn ofadaIEmgnts in
can be usefuk.g. if edges are colored on another attribute than thvo layouts rather than Iter away elements having a cergdtribute
one used for bundlinge.g. edge type, as it allows one to explore thdange. For this, we apply our semantic lens on all elemetiisga
different types within a bundle, without modifying the osibundled  within the zone of interest,e. D' = DZ.

layout. If we consider entire edges as elements, the lenbearsed

to unbundle one or more entire bundles under the lens (ballzinve

can combine the local and whole-edge unbundling effectsh@®ae a

two-stage unbundling effect (c). When animated, this gaggditional

cues as to the identities of the bundles brushed by the lem&eleps

clutter minimal within the lens area. This is usedul. when we do not

use colors to show bundle identities and users are intef@steeing

all edges within a certain bundle passing through a spatiabn.

2.3 Dual-layout exploration

Our third scenario, calledual-layout explorationconsiders a dataset

D which is explored via two completely different spatial lay® An

example thereof are images, seen either as pixels arrargediang

to a Cartesian layout or histogram layout. The two layoutsesdif-

ferent purposes: the Cartesian one allows nding speci afs#s; the

histogram shows data value distributions. Typical visaslons inter- Fig. 11. Dual-layout lens applied to a simple image. Top and bottom

ested in above aspects use two views linked via brushingasdlec- rows show different rotations of the HSV space, with origin on the angle

tion. However, as outlined earlier, a two-view mode is suimogl as  axis indicated by the arrow

it requires users to explicitly correlate two images. Thiplees even

more so if correlation is needed only at certain zones oféste Figure 11 illustrates the dual-layout on a simple image &@ioitig
We can use our semantic lens (Sec. 2) to address the codrebate the full color spectrum. The upper row uses a HSV polar laygun

ploration of datasets which use different layouts for défe views on which the zero hue value, red, is at the top (as shown by thosvarr

the data. To illustrate this, we consider two layouts of aage the When applying the dual-layout lens, pixels are smoothlyeatkd in

inherent Cartesian layoui© of pixels in the image, and a polar co-the deformation eldD(t) (Eqn. 7) from their location in the Carte-

ordinate plotLP with hue mapped to the angular axis and saturaticsian layoutLc, i.e. original image to their location in the HSV polar

mapped to the radius. Value (luminance) plays the role oéttrébute coordinate layoutp. This allows the user to locally query an image

valuesv; of our data elements which are affected by the attribute. lteand see the hue and saturation distribution over that zom¢awést. If
To apply the semantic lens, we de ne a time-dependent deftiom we draw the points ilLp using alpha blending, we effectively obtain



Fig. 8. Bundle-based exploration (Sec. 2.2). Local unbundling (left). Local bundling (right)

a histogram of the hues and saturations of the pixels in tihe od
interest.

Figure 12 shows the dual-layout lens applied to two coloppeal
scalar elds. The rst eld (a-d) shows the frequency of ligifing oc-
currences on the surface of the Earth with a heat colormdd (-
ors=low frequency, hot colors=high frequency) [17]. Usthg dual-
layout lens, we see that zones in the geographical areasdt§g phave
a similar distribution of lightning occurrences: the pipaittern in the
HSV space within the lens is nearly identical. This is notlewit from
the original image, since the pixels in the two indicatedarg have
relatively complex color patterns. In contrast, the zoneaurthe lens
in gure (d) shows a different pixel color distribution thahe zones
(b) and (c) — the green-blue 'tail' of the shape we see in the Ia (b)
and (c) is now missing. This indicates that this geograptzioae has
no lightning frequencies corresponding to these valueasndgain,
the original image (a) does not show this — the pixel colotguas in
the three regions are looking relatively similar.

The second scalar eld (e-g) in Fig. 12 shows a 3D skeleton,

medial axis, of a cow model. The skeleton is computed usieg t

voxel-based method in [21]. Skeleton voxels are coloredt thigir so-
called importance with a blue-to-red rainbow colormap. d.iespor-
tant skeleton points (blue) correspond to small-scaleocblfgatures,

spanning from very low (blue) to highest in the model (red)owH

ever, this curve is not continuous, but broken in the yellange. This
indicates that there are no voxels here with medium-highoitamce
values, which raises questions on the validity of the cdnjedn [21].

Applying the lens to the front rump region (h) shows a simdarve

as in region (g). Again, we see small interruptions of thezepwhich

strengthen our supposition that the conjecture may not ik Wore-

over, we see a red portion in the curve, showing that theréigie

importance voxels in this area. Manual direct inspectiothefmodel
from different viewpoints such as the one shown in (e), h@xedoes
not show such voxels, which potentially may lead analysthéacon-
clusion that the model's highest-importance region is dabated in
the back rump region. Given that we worked with this 3D skeieta-

tion method and this speci ¢ model for about a year in a défer
project, this was an unexpected result, which we only disce us-
ing the MoleView lens. Close examination revealed the anste

front rump region does, indeed, contain high-importanceeis) but
g[]ese are hidden from virtually any viewpoint, as they acated pre-
gisely at the intersection of several 3D skeletal manifoltiich meet
in that region, so they are hardly visible from the outsidentk, stan-
dard examination of the 3D color-coded voxel set did notaktieese
outliers, but application of the MoleView lens did.

e.g. the horns or hoof tips. Most important points (yellow and)red

correspond to large-scale object features, like the rurkple®n im-
portance can be used to simplify the object by pruning awsy im-
portant points. The skeletonization method in [2bhjectures but
does not rigorously prove or disprove, that the importarfckeleton
points varies smoothly over small, connected, areas ofkblet®n.
We use our dual-layout lens to investigate this hypothésiage (f)
shows the lens applied to the head region. We see here a wonsin
blue-to-green curve, which shows that voxels in this rediawe, in-
deed, importances which compactly cover the low-to-mediange.

Applying the lens to the back rump region (g) shows, as exgkct

a broader color spectrum, since points in this area haveriapces

2.4 Speci cation of the zone of interest

The exploration modes described in the previous sectioma gimple
selection of the zone of interest as one, or several, ragligdns deter-
mined by user-speci ed points or foci. Alternatively, weatdges or
entire edge bundles that intersect such regions can beestlddow-
ever, in more complex scenarios, users are interested tifsgenes
of interest on a ner-grained, more exible, level. For exgl®, in the
ight visualization, one can be interested to unbundle, mpéasize
attribute-based edges, which are part of a given geogralpniea.
We achieve this by allowing the user to 'paint’, or brush, tbetrol
setP directly on the screen using the mouse (see Fig. 13), bydéaapr



Fig. 9. Smooth bundling of entire ight paths within a zone of interest. The original unbundled dataset (a) is gradually bundled within the zone of

interest (b), nally yielding the bundled dataset (c)

Fig. 10. MoleView applied at bundle level on a software dependency graph using a radial layout. Original bundled graph, with bundles colored by
bundle id (a). Local unbundling effect (b). Whole-edge unbundling (c). Combined local and whole-edge unbundling (d)

Fig. 13. Interactively painting zones of interest (see Sec. 2.4)

interest directly on the visualization. Using the elemieased explo-
ration lens (Sec. 2.1) smoothly pushes away the mid-to-hititude
uninteresting ights (green), revealing the low altituddtical ights
(purple). The distance transform pro les for the brushedemare
shown in grayscale (black=high distance, white=low distato the
control set). Using the same mechanism, arbitrarily comptaes of
interest can be easily painted, €eg.Fig. 14 c for a freehand example.

2.5 Implementation

The MoleView lens can be ef ciently and easily implementeadpa
of any existing visualization metaphor consisting of sal/eliscrete,
data-attributed, elements with 2D spatial positions, devis.

First, we compute the distance transfol@Tp of the control
set (Eqn. 1, Sec. 2.1) using the augmented fast marchingocheth
(AFMM) [27]. The shape on which the AFMM is computed is iden-
tical to the control seP, which is interactively drawn by the user, as
explained previously. Besides the distance transformAfdM also
delivers the feature transform of its input sh&pk : R2! R2 de ned
as

FTr(x2 R?) = argminapkx  yk (8)

SincejFTpj = NDTp [27], we can obtain in this way the gradient

the mouse path on the screen, and using this path as contrBl se eld we need for deformation with no numerically sensitiyespations

The remainder of our entire method stays identical, as welirantly

compute distance transforms of such pixel paths in exaktysame
way we do it for individual points (Sec. 2.5).

Figure 14 illustrates the speci cation of zones of interfestthe

ight dataset. Here, the user is interested in seeing |aituale ights

that pass over geographical zones located close to someaingdmts
in France. Air traf c controllers are particularly intettes! in such
ight patterns for planning purposes as ight routes can geadily
crowded in such zones. In Fig. 14 b, the user has painted ¢as af

such as differentiation, regardless of the complexity efitiput image.
The AFMM ef ciently computes the distance and feature tfans

of an image of 808 pixels in roughly 0.25 seconds on a typical 2.5
GHz modern PC. The complexity of the AFMM @&(N log N) for

an image ofN pixels. If desired, a signi cantly faster CUDA-based
implementation of distance and feature transforms can bd [&5],
which providesO(N) complexity and treats images of 80pixels on
0.02 seconds per image on a Nvidia GT 330M. Performance is im-
portant when specifying user-drawn zones of interest (34§, since
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Fig. 12. Dual-layout lens applied to two color-coded scalar eld images. Top row: lightning frequency on the surface of t he Earth (heat colormap).
Bottom row: 3D skeleton color-coded by importance (rainbow colormap)

a b c

Fig. 14. Interactive speci cation of a zone of interest (see Sec. 2.4). Flight visualization without lens (a). Focus on low-altitude ights in areas
around the main airports (b). Free-form painting of the zone of interest (c). Distance transform pro les are shown in gray

such zones may have arbitrarily complex shape, as compartrgt similar results in particular cases. Speci cally, this paps if the con-
simple set of points shown in Secs. 2.1 and 2.2. Using theealmar trol set is a set of discrete, relatively widely spaced, fmiand we do
entire method can be implemented to achieve real-time freates not apply the attribute Iter. However, there are severdledences,
on a typical modern PC for datasets having hundreds of timoissa as follows. First, MoleView is not speci cally limited to d&utter-
of data elements. For large datasets, implementing théadsments ing edges in node-link diagrams, but can be applied esdgritany
(Edgns. 4, 6 and 7) on the GPU using CUDA is straightforwardhese set of discrete elements which have data and 2D positionmpbes

are independent, simple, point operations. shown here demonstrate this for bundled and unbundled grapht-
terplots, and images. For this, the usage of a general adrmeetd,
3 DISCUSSION rather than controlling edge shapes using Bézier curves Eslge-

Lens, is essential. In particular, the eld used to morphraagde to
its pixel color histogram, is computed by using the two lagoaf the

image and HSV histogram respectively (Sec. 2.3). Anoth@oiant

ingredient of MoleView is the ability to select the attributinge to act
upon. This allows one to explore based on datd spatial position
rather than spatial position only as in EdgelLens. As sucHeMew

and Edgelens address overlapping, but not identical, asesc

Animation is a key element to the effectiveness of MoleViéy:con-
tinuously (and smoothly) changing the position of the poiffected
by the lens, users can brush through a dataset and obtairtiawzon
ous, smooth, change of the visualization. The continudies&s also
present when the lens is toggled between activated andivseact
states: points smoothly move as affected by the lens atagictiy or
move back to their original position as the lens is deaciatThis
type of motion allows the creation of a focus-and-contefeaf As Our control set (Sec. 2) is a general subBet R?, speci ede.g.
opposed to other techniques, this is realized by positi@ngés in by direct painting in the visualization. The lens shape, isdepul-
time, rather than just spatial distortions. Hence, evennathe user sion vector eld computed using the feature transfdtifp, yield very
does not move the lens, the visualization changes smodthlysame different deformation patterns than displacing a set oftrobmpoints
holds for situations when the lens is moved. under the in uence of a few discrete foci as in EdgeLens. Bpaity,
The MoleView and the bubble variant of EdgeLens [33] producETp yields a locally smooth eld wherever the control $&tloes not



have strong curvature discontinuities, as known from mexdis the-
ory [23]. Practically, if the user drawR a a set of lines, this eld will
always be smooth if the lines do not intersect. At interggcpoints,
there is only a null set of discontinuities correspondinghte feature
points of the branching points of the skele®nof the zone of interest [10]
Z[27, 23]. For example, if the user drawsaq lines which intersect
exactlyin the same point, we will have such discontinuities. This [11]
poses no robustness or quality problems in practice wheactidg
elements irFTp, since these are movedvayfrom Sz. (12]

An attractive aspect of the MoleView set of techniques is$ thay
can be added with minimal intrusion to existing visualiaat in a
postprocessing phaseg.without having access to the actual engine
which compute multidimensional scaling layouts or bunaidde lay-
outs. In particular, for image data the dual-layout expiorapre-
sented in Sec. 2.3 can be used directly on 2D image data geddna
other applications, without access to the actual undeglgiata points [15]
or, for the application in Fig. 12-f-h, the 3D voxel data.

Strictly speaking, the bundle-based exploration lens .(3&) can
be seen as a particular case of the more general dual-layiotation
lens, where the two layouts’ andL? co-exist in the same conceptual
space. The difference is that the dual-layout lens proposera ag-
gressive semantic change — it changes the meaning of the gt
the lens from a Cartesian (RGB) plot to a polar (HSV) plot. ¢ém-c
trast, the meaning of both the bundled and unbundled layisu&ss
different. As such, we choose to allow bundled and unbundbed
elements to co-exist in the lens area, whereas in the imagease
the lens are shows only one of the RGB or HSV layouts.

(8]
El

[23]

(14]

[16]

(17]

(18]

[19]
4 CONCLUSION
[20]

In this paper we have presented MoleView, a set of interadéws
techniques for the exploration of large datasets rendeyegis of 2D
objects. The principle of the MoleView is based on a comlamabf
attribute-based Itering with local displacements of tregta points in
aforce eld determined by the zone of interest and datasettval-
ues. Three exploration modes are presented. The elemsed-bzode
repels ltered data points in a distance eld, thus unearthspeci ¢
data values which may be obscured due to overdraw. The bibagied
mode locally deforms a bundled layout into an unbundled oren-
versely, thus helping users to dig into the structure ofttiglmdles
for edges having speci c data values. Finally, the duablatymode
smoothly interpolates point positions between two diffieriayouts
which highlight different data aspects allowing the usecadorelate
between the two data views.

We next plan to extend the exploratory scenarios suppontetie
MoleView to additional use-cases. For example, the atteibiter
can be made to operate on a histogram of the data values ierike |
rather than the values themselves, allowing users to std¢goutliers
from a large mass. Secondly, the dual-layout exploratios f&inci-
ple can be applied to other layouts than Cartesian RGB pimt$+sV
polar plots,e.g. to smoothly interpolate between completely differ-

[21]

(22]
(23]

[24]

(25]
(26]

[27]

(28]

ent graph layouts for graph exploration or between diffeBiplots  [29]
which show pairs of dimensions in a multivariate dataset single
view.
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