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Abstract. We present a single generalized method for computing skeletons for ar-
bitrary objects in both 2D and 3D space. We also present a method for computing
the multiscale boundary-collapse importance metric for arbitrary 2D shapes in an in-
cremental fashion, the results of which are comparable to the AFMM Star for 2D
shapes. Finally, we reveal an approach which potentially allows the same importance
metric to be computed for 3D shapes as well to provide results comparable to the
Reniers et al.[33] method. The resulting method retains the simple implementation of
the AFMM Star while avoiding the computational cost of the 3D boundary-collapse
measure as computed by |Reniers et al.|
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1 Introduction

Skeletons are powerful descriptors of both 2D and 3D shapes and are commonly dealt
with in the field of scientific and medical visualization, computer-aided design and
others. Applications areas of skeletons include path planning and shape simplification,
reconstruction, animation and compression. Skeletons represent shapes in a compact
and simple manner, notable in a way that preserves many characteristics of the shape.

Shapes contain features at varying scales of detail and in varying configurations.
Large-scale features convey information that allows us to understand the shape at a
high level (e.g. is the shape formed like an X or like an 0), while small-scale features
are not required for this and can even hinder this high-level understanding. Con-
versely, small-scale features can be important for applications in e.g. the field of
medical visualization (contour roughness may indicate features of interest) or satellite
image analysis (differentiating between rough natural shapes and the generally more
regular shapes of human-made structures).

When the topology of a shape yields a hierarchy of such multiscale details, we desire
that the skeleton of the shape yields the same. When the skeleton does, we say it yields
a multiscale importance measure; one that distinguishes between unimportant (small-
scale, local) and important (large-scale, global) features. We want such a measure to
be monotonically increasing from the endpoints of the skeleton, meaning that when
we traverse the skeleton from the boundary towards the inside of the shape, we will
encounter only equal or greater values.

Computing the multiscale importance measure for the skeleton of a shape is however
a difficult problem that is still a topic of ongoing research. One has to deal with
inherent sensitivity to boundary noise as well as a high computational cost, especially
for 3D shapes. Accuracy limitations, and in the case of binary voxelized skeletons also
discretization artifacts, often introduce instabilities in the skeleton, leading to methods
that compute an approximation of the skeleton.

There is currently only one known multiscale measure for 3D skeletons [33], but
the method is complex and computationally expensive. A numbering scheme is used
by |Telea and van Wijk[39] to compute this importance for 2D shapes in an efficient
manner, but there is no known numbering scheme that works for 3D shapes.

In this thesis, we consider the boundary distance importance measure which was
first introduced by [Ogniewicz and Ilg[30] and present a method which computes this
importance measure in an incremental fashion.



1.1 Goal

The 2D AFMM Star method [39] is seen as a state-of-the-art method for computing
multiscale skeletons for 2D shapes, and the Reniers et al.[33] method is considered
the same for 3D shapes. The goal of this thesis is to investigate the feasibility of an
alternative importance measure. In chapter [3| we propose such a method which:

e has a chance to generalize to 3D
e computes a measure comparable to the geodesic measure of Reniers et al.
e avoids the particular computational cost associated with computing geodesics

We will compare the results of this method qualitatively and quantitatively with the
results of the AFMM / AFMM Star and [Reniers et al.| method.

1.2 Outline

In chapter [2| we provide definitions of shapes, skeletons and various related concepts
and methods. In chapter [3| we present the foundation for this thesis: an approach
to compute a multiscale importance measure identical to the 2D AFMM Star. We
analyze several differences with the AFMM Star and construct our method in such a
way that individual components:

e provide a solid framework to produce the desired result
e readily allow a generalization to the 3D case

e are easily replaced or modified in such a way that other components are unaf-
fected (i.e. components are highly compartimentalized)

e are simple, efficient and verifiably correct

In chapter [5| we present our preliminary findings on implementing the generalized
method in 3D. We also elaborate on interpretations supporting the idea that a method
computing the desired metric in the desired manner is feasible. In chapter [6] we provide
results of the implemented 3D skeletonization method. We summarize and discuss our
results in chapter [7] and finally elaborate on future work in section



2 Definitions and related work

In this chapter, we list definitions and properties for several well-known concepts
(shape, boundary, skeleton) and methods (DT, FT) related to our work. We also
introduce several notations that serve to express our work in terms of these concepts
and methods.

2.1 Shape and boundary representation

A n-dimensional shape €2 is a subset of a continuous Euclidean R™ space. In this thesis,
we consider only 2D and 3D shapes and therefor apply the restriction n = {2,3}. The
boundary of the shape is denoted as 92 and is defined as the infinitely thin layer of
points that wrap around the shape.

Cavities The number of cavities or tunnels in a shape is defined as its genus g. With
regard to skeletonization, shapes of genus > 0 are significantly more difficult to deal
with, especially for the 3D case. This is undesirable given the exploratory focus of this
thesis, and as such, shapes of genus 0 are the main focus of our work.

2.1.1 Discretization

Representing a shape can be done in analytical form or in a discretized (sampled)
form. Using an analytical form has the advantage of having an exact representation,
but can be difficult to implement and can become costly in terms of computational
time.

A discrete form is much simpler to implement and can more readily facilitate an effi-
cient and accurate implementation. Two main forms of discretization exist: sampling
the entire shape Q (volumetric, typically by using a grid of pixels / voxels) or sampling
only the boundary 992 (typically by using a point-cloud / mesh representation).

Volumetric representations are generally slower than point-cloud / mesh represen-
tations while being simple to implement and argueably easier to parallelize. Since
our main focus lies on exploring a new concept, it makes sense to favor simplicity over
performance. As our work is an extension of the AFMM [39] / AFMM Star [32], which
uses a volumetric representation, we will use this representation as well.

A shape Q can be represented in a discrete grid of binary elements. Each element
is a pixel (2D) or voxel (3D) and yields a value of 1 if it represents the interior of the
shape and a value of 0 otherwise. The boundary 02 can then be represented as the
points with value 1 which are adjacent to a point with a value of 0. We formalize this
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in eq. &I):

00={pelq¢ Qnage N(p)}

4 ifQeR? (2.1)

where 1. =
{6 if Q € R?

Here, N (p) depicts the points that are edge-neighbours (2D shapes) or face-neigh-
bours (3D shapes) of p. The boundary 99 of Q is of a dimensionality that is one lower
than the dimensionality of 2, i.e. if O € R® = 90 € R""1. We denote N?(p) for
the boundary points that are adjacent to p, which translates to those points g € 02
which are vertex-neighbours (1D boundaries of 2D shapes) or edge-neighbours (2D
boundaries of 3D shapes) of p € 9.

2.2 Distance transform

The distance transform (DT) is a measure that assigns to each point in the shape the
minimum Euclidean distance to the boundary:

D(p € ) = min |lp — k| (22)

Where || - || denotes the Euclidean distance. For this thesis, we use the Fast Marching
Method (FMM) to compute the distance transform.

2.2.1 Fast Marching Method

The FMM is a method that solves the Eikonal equation (eq. ) on a discrete grid by
progressively propagating a virtual wavefront towards the center of the shape with a
constant speed. The FMM computes for each point in the shape the wavefront arrival
time 7.

Similar to Dijkstra’s algorithm [I1], the FMM relies on the fact that information can
only flow away from the “source” (hereafter minpoint) and never towards it. Initially,
the wavefront (hereafter narrowband) coincides with the boundary of the shape. By
iteratively removing a minpoint from the narrowband, the FMM ensures that the
arrival time is never underestimated. The arrival time of the minpoint is then used
to correct overestimated arrival times adjacent points. Since every point in the shape
will eventually become a minpoint, this process ensures a correct arrival time for all
points.

IVT| =1 (2.3)

The arrival time T is a good estimator for the distance to the boundary, which means
that effectively the FMM can be used to compute the distance transform. Initially,
each point in the shape is assigned a particular flag and distance value as follows:

e KNOWN: points that are not part of the shape. These points lie behind the
wavefront / narrowband, their T-value is initialized as 0
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e NARROWBAND: points on the boundary of the shape. The T-value of these points
is initialized as 1

e UNKNOWN: points that are part of the shape, but not on the initial boundary. The
T-value of these points is initialized to some unattainably high value (e.g. an
equivalent to +00)

The flagvalue p{¥INIU} of a point p thus conveys how to interpret its current T-value:
e (K)NOWN: the value is final and accurate
e (N)ARROWBAND: the value is temporary and possibly over-estimated
e (U)NKNOWN: no estimation has been made yet

This interpretation is invariant during the FMM execution and formalized as:
T(p*) <TEY) <T@") (2.4)

Processing order

Each of the points on the initial boundary is initialized with the same arrival time
T = 1. Formally, any one of these points qualifies as a valid minpoint which we can
process next, although processing them in any particular order can lead to subtle
discrepancies in the computed DT and FT. In order to separate these discrepancies
from the main focus of this thesis, we present a notation in the form of a processing
sequence. Effectively, we care only for which point to process next and we ignore how
this point was selected as such.

For a shape Q containing n points p; with ¢ € [0...n), the FMM will remove points
from the narrowband in a sequence of n timesteps. These timesteps are atomic: all
calculations for a particular timestep are to be completed in order to proceed with the
next timestep. We denote 9N, for the state of the narrowband at timestep ¢ and we
can express consecutive states of the narrowband as follows:

o0 ift<O0
8NQt+1 = 8NQt \pt+1 ifo<t<n (25)
0 ift>n

We now express the flagvalue of points as a function of the current timestep ¢. Since
we know that 0 <t < m < n, we get:

KNOWN ifs<t
flag(ps) = { NARROWBAND ift<s<m (2.6)
UNKNOWN ifm<s
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which we can then use to express eq. (2.4]) as a function of timesteps:
T(po) <T(pp) <T(p.) where 0<a<b<c<n (2.7

Effectively, egs. (2.5) to (2.7) are derived from eq. (2.4) and are in a form that is
more convenient for expressing the presented approaches.

2.3 Feature transform

The feature transform (FT) can be seen as an extension of the distance transform.
Whereas the DT computes the distance to the nearest boundary point, the FT deter-
mines the actual position of such a boundary point. If we uniquely label points on the
boundary of a shape, then we can compute the distance transform using the FMM
while also tracking the labels of the nearest boundary points (feature points). It is
difficult to guarantee that all feature points are identified, but for the purpose of this
thesis, a complete set of feature points is not essential.

In the continuous case, points a,b are the feature points F(p) of p € Q and the
feature transform is defined as:

Fpe Q) ={qe o0 |lla-pll = D)} (2:8)

For the discrete case we denote b € B(p) as the closest boundary points b € 992 of
p € Q. In theory, B(p) = F(p). In practice, such a strict definition complicates the im-
plementation, which has to deal with discretization artifacts and accuracy limitations.
As such, for the discrete case we assume eq. instead.

B(p) ~ F(p) (2.9)

2.4 Skeleton

The skeleton is a well-known descriptor for the geometry of a shape. Generally, the
skeleton is centered within the shape, represents the geometry and topology of the
shape and is of a lower dimensionality. In the continuous case, the Blum skeleton S of
a n-dimensional shape 2 C R™ with boundary 0f2 is defined as the points p € §2 for
which at least two distinct points a,b € 9 exist that lie at a minimum distance to
p. The Blum skeleton [2] can be seen as a mapping of a n-dimensional shape onto a
(n — 1)-dimensional shape:

S =8 Q) = {p €Q|3a,bedab|lp—all=|p—bl= D(p)} (2.10)

where D : Q — R, is the distance transform (section and a,b are the feature
points of p, computed using the feature transform.

Effectively, a 3D shape yields a 2D skeleton, a 2D shape yields a 1D skeleton and
a 1D shape yields a single point as the 0D skeleton. In this thesis, we consider only
2D and 3D shapes and their corresponding 1D respectively 2D skeletons, due to which
the dimensionality of skeletons is restricted to n € {0, 1, 2}.
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2.4.1 Anatomy

Analogous to the dimensionality of the input shape, one can distinguish between several
types of skeleton points. A n-dimensional shape will yield skeleton points of the (n—1)-
dimensional type. A subset of these (n — 1)-dimensional skeleton points is the set of
(n — 2)-dimensional skeleton points. This pattern continues until the skeleton is a
single (0-dimensional) point. Conversely, a skeleton point is thus always a subset of a
relatively higher dimensional skeleton.

Regardless of the particular dimensionality, each skeleton point in a segment is
exactly one of three particular subtypes. Additionally, the subtype of a n-dimensional
skeleton point is related to the subtype of the (n + 1)-dimensional skeleton points at
the same position.

In the following sections, we enumerate these types, subtypes and their properties.
We also detail on other particular properties of types and subtypes in relation to the
shape, boundary, DT and FT.

Main type Skeleton points of a particular d-dimensional type can be represented as
a collection of one or more d-dimensional shapes. For example, the 1D skeleton of a
2D X shape consists of two crossing 1D segments (lines). When we stack many 2D X
shapes (residing in the zy plane) in the z-direction to form a 3D X shape, the resulting
skeleton is 2D and consists of two crossing 2D segments (planes).

Since the scope of this thesis is limited to 3D shapes, we only need to consider the
skeletons of dimension n € {0,1,2}. We identify the surface skeleton (SS, denoted by
S9) as the 2D skeleton, the curve skeleton (CS, denoted by S€) as the 1D skeleton
and the skeleton root (SR, denoted by S™) as the 0D skeleton.

(b)

Figure 2.1: Skeleton examples for rectangular and cubical shapes
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Subtype Regardless of the particular dimensionality, each skeleton point in a segment
is exactly one of three particular subtypes (ignoring corner cases). When we consider
a 1D line segment, we distinguish between the two endpoints Sg of the line and the
remaining inner points Sz. When two 1D line segments meet, the points that lie at the
crossing are distinguished as junctions S7. The 0D skeleton is considered a special
case and relates to the genus of the shape (section : the skeleton of a shape of
genus ¢ yields g + 1 skeleton root points. Since the work in this thesis focuses only on
shapes of genus 0, we only need to consider a single root skeleton point per shape.

The subtype of a skeleton point relates closely to the dimensional hierarchy of the
main types, but the order of inheritance is inverted. Consider a 3D shape, its 2D
skeleton and the 1D and 0D skeletons contained within. We can now formulate several
relations between the different dimensionalities that detail how a skeleton is “nested”
in a skeleton of higher dimensionality.

A point on the n dimensional skeleton is always a junction on the (n+1) dimensional
skeleton (p € Sg’"_l = p¢€ S;H'l’”). Additionally, endpoints on the n dimensional
skeleton are always endpoints on the n+ 1 dimensional skeleton (p € 83’3_1 = pE
Sn—&-l,n).

J

Conversely, inner points on a (n+1) dimensional skeleton are not in the n dimensio-
nal skeleton (p € Sp™ ' = p ¢ S"~1"2), and endpoints on the (n+1) dimensional
skeleton are not on the n dimensional skeleton unless the n dimensional skeleton point
at the same position is also an endpoint (Ip € S?’"_l : Sg_l’"_Q).

2.5 Desirable properties

We summarize some well-known quality criteria [7] describing desirable properties for
skeletons. We differentiate between the intrinsic properties (objective measures) that
follow from the definition of the Blum skeleton (eq. ) and the extrinsic properties
(subjective metrics) which relate to the requirements of applications (and/or their
implementations) using the computed skeleton. Many of these definitions were taken
from recent work [35] [36].

Ideally, many of these properties follow directly from the skeletonization process
without requiring “parameter tweaking” or applying a post-processing step. This is
however not always feasible as some properties conflict with one another by definition.

2.5.1 Intrinsic properties
The following properties relate to formal properties of the skeleton. These properties

are easily verifiably and can be objectively measured.

Homotopical / topological equivalence The skeleton must be topologically equiva-
lent to the input shape, i.e. both the skeleton and the shape yield the same number
of connected components, cavities and tunnels.
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Thin The skeleton should be as thin as possible given the sampling model, and it
should be of a dimensionality that is one lower than the input shape.

Centered For the surface skeleton, centeredness follows from eq. . For curve
skeletons, no such unique centeredness definition exists. In this thesis, we apply a
useful weak form of curve-skeleton centeredness which states that since the surface
skeleton is defined as the subset of points centered in the shape, the curve skeleton
must be a subset of the surface skeleton [J].

Smooth The surface skeleton should have a continuous second-order derivative. Since
the curve skeleton is assumed to be a subset of the surface skeleton, each individual
branch of the curve skeleton should have a continuous second-order derivative as well.

Regular multiscale representation Input shapes can yield structures at varying levels
of scale. For any given scale, such details should be representable by the skeleton and
should map back onto the original shape. This mapping should be hierarchical and
monotonic: the skeleton that represents the shape at a coarse scale should be a subset
of a skeleton that represents the shape at a finer scale. Noise in the input shape
should be considered as small-scale structures and should therefor map onto small-
scale structures in the skeleton. This implies that pruning small-scale structures from
the skeleton using some threshold value directly relates to removing the corresponding
small-scale structures in the input shape.

Transformational invariance Disregarding the discontinuities that result from using
a discrete representation, the skeleton should be invariant to isometric transformations
of the shape. Since these transformations do not change the topology of the shape, it
follows directly that the topology of the skeleton should not change as well.

2.5.2 Extrinsic properties

The following properties relate to practical properties for implementations of skele-
tonization methods. These properties are more abstract or high-level than intrinsic
properties and are therefor somewhat subjective metrics.

Sampling robustness If we resample a shape, the difference between the skeleton of
the original shape and the skeleton of the resampled shape should be proportional to
the sampling differences between the input shapes.

Detail preservation The skeleton should be able to represent small details relating
to discontinuities on the boundary of the input shape. This is effectively another
form of robustness: the skeleton should tolerate all kinds of details (e. g. discretization
artifacts).
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Scalability The skeleton of large shapes (10243 or similar) should be computed effi-
ciently in terms of time and memory usage and, ideally, should readily allow a paral-
lelized implementation yielding an acceptable, preferrably near-linear speedup factor.

Implementation complexity When the implementation of a skeletonization method
is perceived as a “black box” or a “big ball of yarn” or is hard to replicate, tune or
improve, the usefulness of the method will be reduced significantly. Effectively, the
implementation of a skeletonization method should also optimize for the time and
effort of application developers.

2.6 Skeletonization methods

In this section we discuss several techniques and approaches that are commonly used
in skeletonization methods.

2.6.1 Thinning

Thinning, also called pruning, erosion or boundary peeling, is a process which aims to
retain topological properties while removing points from the shape. Points that can
be removed from the shape in this manner are called a simple points. By iteratively
removing simple points from the shape, the shape is reduced to a thin structure in
which all remaining points are skeleton points. All shapes of genus 0 will be reduced
to one single point however. This is generally avoided by identifying endpoints of the
skeleton and ensuring these are never classified as simple points.

Thinning is typically applied to volummetric representations and is generally simple
to implement. It is hard however to fine-tuning thinning methods towards producing
the desired result. A comprehensive survey on skeletonization methods by thinning is
provided by |Lam et al.[23].

2.6.2 Geometric

Geometric methods use mesh / boundary representations and generally scale well
for large shapes. Some examples are Voronoi-based methods [10], mesh contraction
in normal direction [I B8, [, 25], mean-shift-like clustering [16] and union-of-ball
approaches [28] [26], T7]. A qualitative comparison for several such methods was recently
conducted by [Sobiecki et al.[35].

2.6.3 Field based

The skeleton of a shape can be defined by the singularities in the Euclidean dis-
tance-to-boundary field (the distance transform). When we represent the distance
field using a height map, the result looks like a mountain for which all slopes have
identical steepness. Slopes run from the boundary of the shape (which is at ground
level) towards the ridges on top of the mountain. These ridges are the local maxima
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which represent the skeleton of the shape. Methods which operate on the Euclidean
distance transform are called distance field methods [24], 21, T3], 40, [34] [I5] and can be
implemented efficiently on GPUs [37, [5].

A problem for distance field methods is that the distance field does not yield enough
information to extract the skeleton from a shape. Another class of methods that work
around this issue are general field methods. These methods use fields that are smoother
than the distance transform, containing less singularities. These methods are more
robust towards boundary noise as a result. By considering various additional measures,
i.e. the angle between feature vectors [12] [37] or the geodesic distance between points
[9, 33], undesirable consequences of boundary noise can be reduced to improve the
detected skeleton.

2.7 Regularization

In the continuous case, skeletons are sensitive to small pertubations on the surface.
This is also true for the discrete case, as it is only a sampled derivative of the continuous
case. These pertubations are often numerous and generate many of small skeleton
branches, which we generally consider as noise. One reason for this is that these
“noisy” branches are unstable: they disappear entirely in response to very minimal
changes on the surface. This is generally undesirable, which is why we require a method
to detect and eliminate such instabilities.

The process of eliminating noisy elements is called regularization. In this section,
we detail on several classes and instances of importance measures for the skeleton of
a shape.

2.7.1 Importance measure

Importance measures enable pruning strategies to selectively prune the skeleton of
a shape as a function of some pruning parameter 7. Pruning skeleton points with
a importance value smaller than 7 removes spurious skeleton branches that are the
result from boundary noise. The importance value of a skeleton point or branch ideally
expresses the relevance of the associated portion of the shape. We can distinguish two
classes of measures: local and global measures, which we will discuss next.

Local measures

Local measures take into account only the points in a certain neighbourhood around the
point for which the measure is computed. Examples of local measures are the Euclidean
distance[8], first-order moments[6] or the angle between the feature vectors[3]. A
typical property of local measures is that they cannot distinguish between configura-
tions that are locally identical, even if these configurations differ in a global context.
As a result, using a local measure to prune the skeleton using a threshold value can
result in a disconnected skeleton.
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Although local measures are simple to implement and generally also easy to parallel-
ize, their usefulness is limited due to these issues. As discussed below, global measures
are a more sensible choice in our case.

Global measures

The key advantage of using a global measure is that global measures can differentiate
between the cases which local measures would consider identical. This enables com-
puting a multiscale measure for the skeleton that increases monotonically from the
endpoints of the skeleton towards the center. Such measures can be thresholded to
yield a connected skeleton, which makes global measures preferable to local measures,
despite global measures being significantly more expensive to compute.

Two methods exist in the class of global measures: The AFMM Star[39] and the
Reniers et al.[33] method, which are considered as state-of-the-art methods for com-
puting multiscale skeletons for 2D and 3D shapes respectively. We detail on these
methods in the following section.

2.8 Boundary-distance measure

The boundary-distance measure was introduced by [Ogniewicz and Ilg|30] and assigns
to each point p in the shape the minimum distance over the boundary of the shape
between feature points of p. This is equivalent to collapsing the corresponding section
of the boundary onto p. The resulting measure for a given skeleton point p relates to
the size of the boundary features that are related to (collapsed onto) p, translating to
low values for small boundary features and larger values for large boundary features.

As described in the following sections, two methods exist which compute the boun-
dary-distance measure for 2D and 3D shapes respectively: The AFMM Star method
[39] and the Reniers et al|method. These methods represent the core of our work in
which we attempt to unify both methods.

As presented by Reniers et al.[33], the boundary-distance measure can be interpreted
as the result of an advection process, which we discuss in section [2.8.3

2.8.1 AFMM Star

The AFMM Star applies a numbering scheme U to the initial boundary 02 and uses
the Fast Marching Method to propagate U along with the computed distance T. By
exploiting the topological properties of 2D shapes, the AFMM Star is able to produce
the desirable results of a global measure even though it is technically using a local
measure.

The AFMM Star traverses the boundary 92 of the shape € and assigns to the n
boundary points p € 9 a monotonically increasing integer value U; where i € [0...n).
During the traversal, the Euclidean distance between consecutive boundary points
bi, biy1 is computed (0 < i+ 1 < n), added to the sum of distances computed so far
and consecutively assigned to the current boundary point as a floating point value Uy
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(eq. @:10))).

b<n

Uy(b) = Z [[bi — bi1l] (2.11)
i=0

An example is shown in fig. U; (left, right) and Uy (middle).

Figure 2.2: AFMM Star boundary initialization (U-values)

One can now easily verify that it is trivial to compute the minimum distance over
the boundary between any pair of boundary points. For example, points 7 and 24
on the circle yield distance values 7.8 and 27.7. Since we know the length of the
entire boundary, we can cheaply compute both options as (27.7 — 7.8) = 19.9 and
(35.6 — 27.7) + 7.8 = 15.7, and simply choose the minimum of these two. This is
exploited by the AFMM Star, effectively reducing the cost of computing a geodesic to
0(1).

Formally, we can say the 2D case “works” because for any skeleton point p all closest
boundary points B(p) lie on the same plane, and the U field is a planar “mold” which
can be constructed efficiently for computing the required geodesics in O(2) time.

Unfortunately, no known equivalent numbering scheme exists for 3D shapes, limiting
the application of the AFMM Star to the 2D case.

2.8.2 Reniers et al.

The method [33] extends the boundary-distance measure to 3D by using
Dijkstra’s algorithm [I1] to replace the AFMM Star’s U field. The method first com-

putes the FT of the shape, applying Dijkstra’s algorithm to compute the shortest path
between the feature points of p € Q2. This results in a computed multiscale importance
metric for the entire shape, which reveals the 2D surface skeleton after thresholding
with a parameter 7. This parameter also allows further simplification of the skeleton,
similar to the AFMM Star.

After extending F'(p € Q) to include all feature points found in a 2 x 2 x 2 neigh-
bourhood of p, the geodesics associated with the surface skeleton are combined to form
Jordan curves, which are curves that wrap around the shape and divide the boundary
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of the shape into two parts. A point on the surface skeleton which yields such a Jordan
curve is then classified as a curve skeleton point.

The |[Reniers et al.| method is currently the only known method that computes a
multiscale importance metric for the skeleton of a 3D shape. Although a complete
formal proof of correctness is not given, in practice the method produces results that
are reliable and robust. The implementation is however complex and the computa-
tional cost of identifying all the geodesics is significant.

2.8.3 Advection model

The idea to interpret the boundary-distance measure as the result of advection model
was first introduced by [Reniers et al.[33] and is an interpretation that is key to this
thesis. The idea behind this relation is that the distance over the boundary between
the individual feature points of a certain skeleton point p corresponds with the result
of an advection process. More precisely, the points on the surface of the shape that
lie on the geodesic between feature points of p can be said to “flow through” p. Since
the skeleton can be interpreted as a tree-like structure, a flow can be defined from the
surface all the way towards the root of the tree.

Effectively, points on the surface flow towards the nearest surface skeleton point.
Analogous to the skeleton anatomy in section [2:4:1] the flow of mass is directed from
the surface skeleton towards the nearest curve skeleton point and finally towards the
skeleton root. Such a flow yields a monotonically increasing amount of mass flowing
through subsequent skeleton points.

Relation to our thesis The advection model suggests that it is possible to compute
the desired importance measure in an incremental fashion. By definition, the endpoints
of the skeleton relate to boundary features which lie in close proximity to each other.
This means that we could use a local measure to compute the initial importance value
for the endpoints of the skeleton. We can then increment these importance values by
simultaneously traversing the boundary of the shape and the skeleton of the shape,
provided that we can find the correct order of traversal.
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3 Proposed method

In this chapter, we introduce our proposal for computing a multiscale skeleton (2D and
3D) using a volumetric representation (pixels / voxels). The main focus of our proposal
is to compute a multiscale skeletal importance measure, similar to the AFMM Star
(2D) [39] and the Reniers et al.| method (3D) [33]. The core of our added value is com-
puting these measures simply and efficiently, using a method that readily generalizes
to the 3D case. Additionally, our method builds upon the Fast Marching Method
(FMM) in a way that retains the FMM advantages of using different speed functions
and / or applying early distance based termination. This enables early termination
based on the computed importance measure, which would allow an efficient and reliable
smoothing method for large shapes.

T data / metric T
. A .
: compute workflow . use (step 4) :

: - Y : 7
______________ .
: ' : :
L 1 (step 4)
A

A 4

. skeleto(r;tt;zv;)rsal init regularized skeleton
A

m initialization A regularization + 1 g
(step 0) thinning (step2) 1
1 A
flagfield I'—h APMM Star r—)| distance transform | | skeleton
(step 1)

A

v

olllanstorri skeleton detection
(step 1)

Figure 3.1: Workflow / dependency overview of our proposed method

3.1 Overview

In this section we provide an overview of our proposal in several forms. The core of
this overview is a breakdown of our method into several steps, each of which describes
the purpose and approach at a high level. The output of these steps and phases is
visualized in figs. to An overview at a lower level is given in the form of a
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workflow / dependency overview and an algorithmic flowchart. The steps are grouped
in two separate phases, the purpose of which will become more clear in chapter

The flowchart in fig. [3.I] details the dependency chain between the methods used and
the measures they compute and details how the order of computation relates to these
dependencies. Starting at the input node, the solid lines detail the path towards the
output node while the dashed lines convey where measures are computed and where
they are used. The purpose of this flowchart is to provide a high-level overview of the
manner in which the individual steps are intertwined.

The algorithmic flowchart in fig. highlights several key steps and conditionals in
the actual implementation of our method. This flowchart corresponds directly to the
individual steps that together form our method.

Finally, fig. [3-4] contains an overview that contains examples for several of the
following sections. This image uses a simple input shape to visualize how the methods
in this chapter are intertwined.

Legend
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Figure 3.2: Algorithmic flowchart of our proposed method
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(a) (b) e) (f)

Figure 3.3: Stepwise depiction our method. Boundary labels (a), DT (b), FT (c),
regularized skeleton (d), skeleton FT (e), boundary-collapse measure (f)

(

3.1.1 Phase 1

This phase contains the steps (0,1,2) which compute the DT, FT and identify the
skeleton. This phase can be summarized as an variation on the AFMM Star without
the boundary-collapse measure part.

Step 0: Initialize flags, narrowband, boundary (section Identical to the FMM
approach, we initialize the flags for the shape and boundary and add boundary points
to the initial narrowband. We model the boundary of the shape by computing an
adjacency mapping between boundary points, the result of which is very comparable

with the AFMM U-field approach.

Step 1: Compute DT+FT, detect skeleton (section The main purpose of
this step is to compute a skeleton that we can readily interpret as a connected graph,
i.e. the desired skeleton is minimal (as few skeleton points as possible), 4-connected
and 1 point thick. Additionally, we want to ensure that every boundary point can be
mapped onto at least one skeleton point.

To accomplish this, we perform the FMM DT and the AFMM Star FT and apply
the followband approach described in section to identify skeleton points. During
this process, we also identify skeleton endpoints for use in steps 2 and 3. The skeleton
can contain some anomalies (cycles, areas with a thickness greater than 1), which will
be dealth with in the following step.

Step 2: Remove cycles, perform thinning (section We detect and remove
small cycles and other anomalies in the skeleton / graph and perform the topological
thinning on the skeleton. This achieves the desired result: a 4-connected skeleton
where the number of adjacent skeleton points is 1 for skeleton endpoints, 3 or 4 for
junctions and 2 for all other skeleton points.
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3.1.2 Phase 2

This phase yields the steps (3,4) which compute the boundary-collapse measure in an
incremental fashion.

Step 3: Initialize skeleton traversal (section We take the reference counting
approach (section , which is a local measure derived from the FT, and compute
this measure for each skeleton point. Effectively, this step produces the boundary
— skeleton mapping which is key to triggering the boundary collapse events (sec-

tion [3.7.2)).

Step 4: Traverse skeleton (section [3.6]), collapse boundary (section (3.7.2)) The
skeleton traversal approach taken in this step bears many similarities with the FMM.
The skeleton is traversed from the skeleton endpoints towards the center of the skeleton.
For every traversed skeleton point, the local measure that was computed in step 3 is
inverted (i.e. a “undo” operation). Although the order in which this measure was
initialized does not matter, the order in which we perform these “undo” operations
ensures the importance is computed in the desired manner. As the skeleton is traversed,
boundary collapse events are generated, adding “bits” of importance to the currently
processed skeleton point and propagating it to subsequent skeleton points. Eventually,
the last skeleton point that is processed in this manner will yield an importance value
that is equal to the entire length of the boundary of the shape.
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Figure 3.4: Stepwise depiction of our method. Rows: (I): FMM DT. (II): boundary
initialization, information flow and skeleton. (III/V): simple FT (|B(p)| =
1) / full FT (|B(p)| > 1. (IV/VI): inheritcount measure for simple FT
/ full FT. Columns: (a): boundary initialization. (b...e): DT / FT /
inheritcount / skeleton detection progress. Pixel labels: (I): DT value,
(IL,III, V): FT boundary labels, (IV, VI): inheritcount for (III, V).
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3.2 Boundary modeling

The core idea of our method relies on being able to traverse the boundary of the shape
in any direction. Since we operate on a discrete (pixelized / voxelized) grid, this means
we want to be able to step from one edge of a pixel (2D) or one face of a voxel (3D)
to a edge / face of an adjacent pixel / voxel. Aiming for a method that generalizes to
higher dimensional problems, it makes sense that our representation for the boundary
of a shape can generalize to higher dimensional space as well.

We focus on a representation which suits our particular purpose (finding adjacent
boundary points) while mapping directly onto basic digital topology. Because the
Blum skeleton is defined in a similar manner, such a representation of the boun-
dary is advantageous: mappings between skeletons, shapes and boundaries of different
dimensionality are intuitive and well-defined. Although this may appear as somewhat
cumbersome and overly theoretical, the result is fairly simple and efficient and allevi-
ates complications at a later stage.

We note that this boundary model is in no way essential for our proposal and could
very well be stripped out of our implementation or replaced by other models. As is,
the model provides a way to relate our 3D proposal with our 2D proposal as well as
the AFMM Star and is generally useful for visualizing, verifying and / or debugging
the implementation.

In the following sections, we define a 2D representation that closely matches the
AFMM Star representation. We then generalize this representation to the 3D case by
showing how to combine multiple 2D representation into one 3D representation.

3.2.1 Adjacency mapping

In this section, we elaborate on the chosen adjacency mapping and provide a formal
definition. An approach that appears straightforward at first is analyzed and the issues
identified in this manner are used to convey the merits of a more elaborate solution.

Straightforward approach A straightforward approach to determine adjacency be-
tween boundary points is to simply inspect the neighbourhood around a boundary
point p and declare all boundary points in that neighbourhood as adjacent to p (and
vice-versa). In cases where the shape is of genus > 0 or when the shape contains a
thin section, this can produce some awkward results as shown in fig. (right) as
points on opposing sides of a shape are now defined as adjacent. This is clearly not an
accurate representation of the topology of the shape, as it allows topologically invalid
paths.

To overcome this, we can eliminate the problematic point configurations from the
input using basic morphological operators (binary opening / closing). This has the
undesirable effect of potentially altering the topology of the input, especially for low-
resolution inputs. Fully ruling out such topological changes requires that all 1 point
thick structures become 2 points thick, which implies that we must increase (i.e.
double) the resolution of the input. Since the performance of our method strongly
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Figure 3.5: Boundary model initialization of an image containing three separate
shapes. The image is scanned left-to-right, top-to-bottom. When a
boundary is found, it is traversed clockwise for “outside” boundaries and
counterclockwise for “inside” boundaries.

depends on the size of the input, especially for the 3D case, this is very costly and
undesirable.

Another option is to handle all the problematic cases separately, which appears
feasible for the 2D case. However, the number of possible configurations in the 3D
case is daunting and the 3D case is hard enough to comprehend already. Clearly the
approach is not as “straightforward” after all.

6 710

5 P 1

4 3| 2
(a) (b)

Figure 3.6: (a) Initial boundary labels, (b) numbering scheme for pixels adjacent to p.

Chosen approach We thus opt for a more elaborate representation of boundary points
and their neighbouring boundary points. For the 2D case, each pixel has up to four
edges, each having two adjacent edges. If two or more adjacent edges belong to the
same pixel, we compress these edges and consider them as one edge. This provides us
with the desired behaviour (i. e. for each uncompressed / remaining edge, two adjacent
pixels are defined) and enables us to compute the number of remaining edges by
counting the number of connected components of p with the H-crossing number [22]:
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4
XH(p S 89) = ZCZ‘
=1

where ¢; =

1 if 29,1 ¢ QA (.7(,'21‘ €N V Zoiq1 € Q) (3'1)
0 otherwise

and xg = xg

Here, the relative positioning of each ¢; w.r.t p is as depicted in fig. As such, if
n = Xpg(p) we will need to track adjacent edges for each of n remaining edges of p.
For the 3D case, we can simply apply this scheme for each of the three 2D planar slices
through p. The resulting approach is allows us to traverse the 1D edges of boundary
pixels (2D shapes) and the 2D faces of boundary voxels (3D shapes) in an unambiguous
manner.

If we now look at fig. (right) again, it becomes clear that the chosen represen-
tation does not degrade the topology of the input, even if the input contains pixel-
thin details. As such, this particular representation is reliable and accurate at low
resolutions.

Implementation To implement our boundary model, two sweeping patterns are used:
sweepgrid (left to right, top to bottom) and sweepboundary (follows the boundary
of the shape). We start with sweepgrid at the top left corner. When we encounter
a boundary point that has not been initialized yet, we pause sweepgrid and enter
sweepboundary at the current coordinates. For the shape in fig. [3.5] the first point we
encounter in this manner is point 0.

During sweepboundary we follow the boundary in a clockwise order and number
points incrementally. We go around the shape and end up back at point 0. We denote
that points {0...31} belong to boundary By and resume sweepgrid at point 1.

Since sweepboundary has found and initialized several boundary points, the next
boundary point found by the sweepgrid is 32. Again we enter sweepboundary and
denote boundary B; as the points {32...51}. We then resume sweepgrid at point
33.

After detecting boundary By as {52...68} we resume sweepgrid at point 68. Since
all boundary points are already initialized, sweepgrid ends when it reaches the bottom
right corner.

3.3 Followband

Consider the narrowband used by the FMM (section, which is a level-set with an
initial shape identical to the input boundary. During the DT, the boundary is advected
with constant unit speed in the direction of its inward normal field. The followband
can then be defined as another level-set that directly “follows” the narrowband and is
represented by a slightly larger shape wrapped tightly around the narrowband.
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The followband allows us to react to certain events occuring during the computation
of the DT and FT, as opposed to performing computations in a post-processing step.
Reacting to events differs from a post-processing step in the sense that we can easily
access the state of all the tracked information at a particular timestep. Performing the
same in post-processing step would require an elaborate data structure for recording
and retrieving the state changes. This would be a costly, complex and often error-prone
endeavour which we avoid.

In section [3.3.1] we show how we define such a band of points in terms of changes
to the narrowband, how it can be made to work and why it provides the desired
result. We formalize the followband and we detail on various aspects of the approach
in section

3.3.1 General idea

As the narrowband “sinks” into the shape, the followband takes its place, and the
space that was occupied by the followband is then checked for skeleton points. Since
the FMM removes one point p at a time from the narrowband, updating the followband
accordingly requires changes only to points nearby p. As such, the followband can be
made to “follow” the narrowband via a simple local measure.

The purpose of the followband is to efficiently trigger an event for a point p,, as soon
as p,, and all adjacent points have their final DT values. Clearly, points have their
final DT values when the entire DT is computed. However, responding to this event
gives easy access to the values of adjacent points at a particular timestep, i.e. during
the computation of the DT. An example is shown in fig. showing the manner in
which narrowband, followband and skeleton detection are intertwined. The net result
of this approach is that these events trigger (roughly) in order of increasing DT value,
which turns out to be key to the skeleton detection approach that is discussed in the
next section.

Simply put, we want to use the followband to perform computations on points as
soon as a certain state is entered. For boundary points, the relevant state relates to
the number of points in the shape that can still affect that boundary point. For points
nearby the narrowband, the relevant state relates to whether the DT and FT has been
computed for all adjacent points.

3.3.2 Definition

When a point p; is removed from the narrowband at timestep ¢ and its flag is set to
KNOWN, it becomes a followband point and p; is “added” to the followband. It is then
removed from the followband at some timestep m when it no longer has any adjacent
points ¢N. To indicate that p; is a followband point, we denote p!', and we define the
followband:

oFQ, = {qm | gm € NX(p1) Apy € NQ Am < t} (3.2)
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Figure 3.7: Visualization of the followband for consecutive timesteps. Middle: entire
shape, left and right: changed section of the shape after removing B and D
from the narrowband. B,D are removed from the narrowband and added
to the followband, A is added to the narrowband and B(A) is computed,
C,E,F are removed from the followband and trigger the skeleton detection
logic to be applied to C,E,F at this time

Note that when p; is removed from the narrowband when there are no adjacent nar-
rowband points, we will have no way of triggering the followband removal of p;. This
happens at extrema in the DT, for example for the very last point in the shape removed
from the narrowband. In this case, we can remove p; from the followband immediately
after it is added, hence we include in eq. the stronger term m < t instead of
m < t. This ensures that the desired event can always trigger for every point in terms
of the removal from the narrowband of some adjacent point p;.

Implementation When we initialize the FMM / AFMM Star, the followband does
not contain any points. At every timestep ¢, the FMM removes a point p from the nar-
rowband. We immediately add p to the followband and count the number of adjacent
narrowband points ¢N € N (p) and store this number as the followcount of p.

We then inspect all adjacent followband points ¢¥ € Ng(p) and decrement the
followcount of each such point ¢¥. If this causes the followcount of ¢¥ to drop to zero,
then p must be the last narrowband neighbour of ¢¥ and we now trigger the removal
of ¢ from the followband.

After inspecting all the neighbouring points of p, we check the followcount of p
itself. If the followcount of p is already zero, then the followband removal of p cannot
be triggered as per our definition due to the absence of adjacent narrowband points.
The lack of adjacent narrowband points implies that no point r adjacent to p has
T(r) > T(p). As such, p is an extremum in the DT. It follows from eq. that it is
now correct to remove p from the followband immediately.
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Computational cost The followband uses only one byte of memory per point € €2
and O(|Q]) point inspections. Only integer math and cheap conditionals are used; the
followband is a low-overhead approach. Additionally, since we inspect points nearby
the point that was just processed by the AFMM Star, the required data is likely already
in the CPU cache. Overall, the cost is minimal.

It is strictly not necessary to store the followcount for a point p, since the followcount
can at all times be derived directly by inspecting the flagvalue of adjacent points.
Storing the value however eliminates multiple recomputations of the followcount of a
point and allows a simple and elegant implementation.

Variations One can easily come up with several variations of the followband. In
our case, the followband does not overlap with the narrowband and strictly “follows”
after it. If we define the followband in terms of UNKNOWN points instead, then the
narrowband and followband can overlap and the narrowband is then a subset of the
followband.

We have not exhaustively checked all the various options and instead resorted to
using a variant that is intuitively clear, appears to be sufficient for the 2D case and
reliably results in a correct skeleton.

3.4 Skeleton

Computing the skeleton of a shape using a method that works for both 2D and 3D
shapes is a complex problem. Approaches that work well enough in 2D can easily
break down in 3D, and the sheer number of possible voxel configurations makes it
difficult to understand and visualize the problem at hand. Regardless of how we deal
with these problems, it is desirable to represent the skeleton in a uniform, practical
manner.

As detailed in section[2.4.1] the (n—2)-dimensional skeleton of a n-dimensional shape
should be a subset of the (n — 1)-dimensional skeleton. This effectively means that
we must be able to “trim” a higher dimensional skeleton to yield a lower dimensional
skeleton: the 2D surface skeleton (SS) is trimmed to yield the 1D curve skeleton (CS),
and the curve skeleton is trimmed to yield the 0D skeleton root (SR).

Aside from representing lower dimensional skeletons as subsets of higher dimensional
skeletons, our method also requires that we can traverse the skeleton in much the
same manner as we can traverse the boundary of a shape. As such, we also need a
skeleton that we can readily interpret as a topological graph. Implementation-wise,
each skeleton point is represented by a node and must yield edges to adjacent skeleton
points / nodes.

In the following sections, we detail on how we detect, represent and regularize skele-
tons of 2D shapes in a way that accommodates our desired generalized skeletonization
method. The key aspect here is how the skeleton is represented, which enables the use
of relatively simple and reliable detection, regularization and traversal methods.
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3.4.1 Representation

We represent the skeleton as a collection of 4-connected (2D) or 6-connected (3D)
points. Due to the topological properties of 4- and 6-connected shapes, skeleton end-
points and junction can be identified by a simple classification scheme: the number
of 4- or 6-adjacent skeleton points n,. For skeleton endpoints n, = 1, for junctions
nge = {3,4} and for other skeleton points n, = 2.

As will become clear in the following sections, this definition is advantageous in
several ways:

e It maps directly onto digital topology, which simplifies generalizations to higher
dimensional space

e It defines simple points in a way that relates directly to the different main and
subtypes of skeleton points (section [2.4.1)). This allows us to define effective and
simple traversal and regularization (i.e. thinning) methods

e [t eliminates the need to construct and maintain a separate graph structure: the
pixels in an image (or voxels in a volume) unambiguously define the topological
graph of the skeleton

e It allows for fewer possible pixel configurations, allowing techniques to operate
on the skeleton without the burden of a tedious and error-prone case analysis

e It is easily converted to a 8-connected skeleton (if desired), reducing the number
of skeleton points and allowing a smoother looking skeleton

Due to the intrinsic properties of a discrete grid, the skeleton of a shape is not always
restricted to a single solution. For a shape with a even thickness, there is a 2 point
thick area in which we somehow must determine a 1 point thick skeleton. An example
is shown in fig. in which the image to the right clearly cannot yield a centered
skeleton due to discretization.

Although fig. depicts a 8-connected skeleton, the problem set is the same for our
4-connected case.

Figure 3.8: 2D shape of odd height (left) and even height (middle, right). Numbers
indicate closest boundarypoints. Red (dark) points: skeletonpoints (thick),
yellow (gray) points: other points.
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3.4.2 Detection and classification

In this section we elaborate on the approach used by the AFMM Star to detect skeleton
points and analyze it in detail, after which we present an alternative, improved method.

AFMM Star approach Our skeleton detection is based on the AFMM Star approach,
which detects skeleton points via the FT and applies a directional gradient to reduce
the skeleton to a thin structure. The AFMM Star compares closest boundary points
B(p) of p at coordinates (i, ) to the closest boundary points of ¢ at (i + 1, ) and r at
(i,7 +1). When B(p) is not boundary-adjacent to B(q) or B(r), then p is identified
as a skeleton point.

By comparing p only to adjacent points in the z, and y_ direction, the skeleton
is be skewed towards the bottom and the right and can yield skeleton branches that
visually “clump” together (fig. . Since this hinders our goal of computing a thin,
well-formed, 4-connected skeleton, we need a alternative method.

Analysis If we apply the AFMM Star approach for a point p to all other points
€ Ng(p) instead of just its 1 and y_ neighbours, we get a result like fig. |3.9bl This
effect happens when disturbances on the boundary lie at the minimum possible distance
from one another. Inspecting all points in the 3 x 3 neighbourhood around p clearly
identifies too many points as skeleton points, resulting in what looks like a dilated
skeleton. This is exactly what the gradient approach is trying to avoid.

The key issue with the skeleton detection approach is that it is a function of the FT
of two adjacent points (p,q). If p is a skeleton point w.r.t ¢, then ¢ is also a skeleton
point w.r.t p. The gradient approach effectively solves this issue by comparing only
specific adjacent points.

Proposed approach To avoid this skewing / clumping problem, we perform the ske-
leton detection while the DT and FT are still being computed. For a point p the
detection is triggered at the time when p is removed from the followband. From the
definition of the followband (see section [3.3), B(g) and T'(g) are already computed for
all points ¢ € Ns(p) U p.

This seems no different than what is available in a post-processing step. What is
different, however, is that some of the neighbouring points of p are in the followband,
some are in the narrowband and some are already flagged as KNOWN. We use this infor-
mation to simplify our problem and “grow” the skeleton from the boundary towards
the extrema in the DT.

We determine if p is a skeletonpoint by comparing it with all adjacent points ¢ which
are not already detected as a skeletonpoint at the time when p is removed from the
followband. This is a crude but simple way to avoid the issue depicted in fig. [3.95 by
taking advantage of the order in which points are processed to enforce an alternating
sequence of skeleton- and non-skeleton points.

To formalize the skeleton detection, we define:

isSkeleton(p,q) = {(p, q) €0 ‘ —isAdjacent (B(p), B(q))} (3.3)
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(a) (b)

Figure 3.9: Difference between detecting skeleton points inline during DT / FT com-
putation (a, AFMM Star) or postprocessing (b, our method), as defined
in eq. (3.6). Red: detected skeleton points. Yellow: points that can be
excluded via the inline approach

where isAdjacent is defined as:
isAdjacent (b, by) = {(bl,bg) €O | (by=by Vi € Nf(bg))} (3.4)

where Nf (p) is defined in section as the points that are boundary-adjacent to p.
We can then represent the skeleton the AFMM Star detects as:

S(Q) = {p e | dg € {(pi,pj+1), (pi+1,pj)} : isSkeleton(p, q)} (3.5)
and for our method we define the skeleton as:
S() = {p €N ‘ Jq € Ns(p) : isSkeleton(p,q) ANT(p) > T(q) N q ¢ S(Q)} (3.6)
Effectively, if we leave out the term ¢ ¢ S(Q) in eq. , we get fig. m while
including the term results in fig.

3.4.3 Thinning and regularization

Our skeleton detection approach usually produces a skeleton that is not free from
artifacts. Removing these artifacts is necessary for the skeleton traversal step to work,
which is discussed in detail in the following sections.

Removing cycles

Before we perform the thinning, we detect and remove cycles in the skeleton. These
cycles occur as a side effect of using the followband trigger (section|3.3)) to decide when
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to perform the skeleton detection step on points. The order in which these triggers
are executed cannot be relied on to avoid these cycles. This is similar to the issue in
the AFMM that was subsequently mitigated in the AFMM Star[32]. A visualization
of these cycles is shown in fig.

Figure 3.10: Cycles in the skeleton formed by our skeleton detection approach for the
anim4 (left) and rectl (right) shapes. Green pixels depict the non-skele-
ton points enclosed by such cycles.

If we can identify the “empty” points which form the gap inside each cycle, we can
simply flag them as skeleton points and let the topological thinning step deal with the
thickened skeleton sections created in this manner. Fortunately, using a 4-connected
skeleton implies that an empty point inside a cycle cannot be 8-adjacent to an empty
point not inside a cycle.

We utilize this property and perform a floodfill to find all empty points which are
8-connected to the boundary of the shape. Here we use the points in 92 as the seed
points. Points not reached by the floodfill must then be the empty points that form
the gaps.

The computational cost of the cycle removal step is O(|?]) for the floodfilling
and O(|Q]) for finding the points that were not reached by the floodfill. Memory
requirements depend on the floodfill implementation and / or the shape topology, a
straightforward approach typically requires O(|€2|) memory in the worst-case scenario.

Thinning process

We perform a topological thinning on the skeleton using the connectivity number Xp
[22] to identify simple points eq. . A point is simple iff X5 = 1. To ensure that
we do not remove the entire skeleton, we first identify the endpoints of the skeleton,
serving as anchor points which we will not trim away. A skeleton point p is an endpoint
iff p is simple and T(p) < 4. Here, skeleton points are foreground points (1), other
points are background (0) and x; are positioned relative to p as defined in our boundary

model (fig. on page [28).

36



4
Xp(pesS() = Z Ti—1 = T2i—1 % T2 * T2i41
=l (3.7)
1 ifz; € S(Q
where xg =9 and x; = i ) (©)
0 otherwise
We iteratively remove all simple points from the skeleton until no removeable simple
points remain. We do this by adding all points p for which p € S(Q) Ap ¢ Se(£2) to
a sorted map, processing points in order of ascending T'(p) value. This ensures that
we end up with a complete, well-formed and 4-connected skeleton. The result of the

thinning and classification is shown in figs. and

(a) (b)

Figure 3.11: Skeleton classification for anim4 (left) and rectl (right) shapes. Red:
skeleton S(£2), green: endpoints Sg(§2), blue: boundary 92 / initial nar-
rowband ON()

Some limitations of this unsupervised thinning method are visible in fig. where
the unthinned skeleton is shown together with the thinned skeleton. Clearly there is
opportunity for improving the smoothness, but a method to do so is not provided here.
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Figure 3.12: Example of thinned + unthinned skeleton for anim4 shape, revealing areas
where the smoothness of the skeleton is suboptimal

3.5 Skeleton DT

The skeleton DT is defined analogous to the FMM DT in section by applying
several substitions. The Euclidean distance is replaced by the boundary collapse mea-
sure ps : S — R, the shape  is replaced by the skeleton S(€2) and finally the
boundary points of the shape 02 are replaced by the endpoints of the skeleton Sg(€2).
The definition for ps is given in section 3.7} and in this section we simply assume that
ps can be computed.

For a skeleton S(Q2) containing n points p; with ¢ € [0...n), we will remove points
from the narrowband in a sequence of n timesteps. We rewrite eq. as

ps(P™) < ps(P) < ps(p”) (3.8)
and eq. as
oS (Q2) ift<0
8NS(Q)t+1 = 8NS(Q)t \pt+1 fo<t<n (39)
0 ift>n
and eq. as
p(pa) < p(pp) < p(pc) where 0<a<b<c<n (3.10)
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and finally eq. (2.6]), which applies to the skeleton DT if we copy it verbatim:

KNOWN if s <t
flag(ps) = { NARROWBAND ift <s<m (3.11)
UNKNOWN ifm<s

Stopping criterion The FMM DT has a built-in stopping criterion: the lack of ad-
jacent UNKNOWN points around a point p;, which occurs around extrema in the DT.
Together with the manner in which the flagvalue of a point is updated, this ensures
that points are processed only once.

For the skeleton DT, the extrema in the DT correspond with junction points (and
ultimately the skeleton root). In order to provide a comparable stopping criterion
for the skeleton DT, we take advantage of our 4-connected skeleton representation in
which junctions are non-simple points. Effectively, a point ¢V € Ng(p;) is only added
to the narrowband iff X§(¢Y) = 1, where X§ represents the number of connected
components and is defined as

4
Xg (p € S(Q)) = Z T2i—1 — X2i—1 ¥ T24 * T2i41 where g = X
=t (3.12)
1 if z; € S() A flag(x;) # NARROWBAND
0 otherwise

and x;

Intuitively, this means that the skeleton DT prunes a skeleton branch until a junction
point is encountered. This junction point Sz is then only added to the narrowband if it
is a simple skeleton point at that particular timestep. Due to the inherent properties of
our 4-connected skeleton, this is guaranteed to happen, since pruning skeleton branches
eventually reduces all junctions to inner skeleton points Sz for which eq. =1

3.6 Skeleton FT

The initial boundary of the skeleton, denoted by 0S(£2), consists of skeleton endpoints,
i.e. 0S(Q2) = Sg(£2). We assign to each of these endpoints p the value of B(p) as the
boundary label for the 1D FT, which makes a visual representation of the skeleton F'T
conveniently similar to the FT of the entire shape. In terms of the FMM, we can say
that 0S(Q) ~ 9.

We denote bs € Fs(p) as the feature points of p, where bs € Sg(£2). A single feature
point is assigned to skeleton points in the order in which points are visited by the
skeleton DT. When more than one feature point can be assigned to a skeleton point,
we choose the feature point with the highest computed importance value.

The skeleton FT is defined analogous to the “regular” FT. In the continuous case,
a point bg is a feature point Fs(p) of p € dS(€2) and the feature transform is defined
as:
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Fs(p e S@) = {q€aS() | lla—pll = ps(p)} (3.13)

Similar as for the “regular” FT, we denote for the discrete case bs € Bs(p) analogous

to B(p) and assume eq. (3.14).
Bs(p) ~ Fs(p) (3.14)

Note on discrete vs continuous In the continuous case, p € Sg(Q) = p ¢ 9Q. In
the discrete case, this is not necessarily so, e. g. an axis-aligned shape of size 2 x 2 x 5
cannot yield a skeleton point that does not lie on the initial boundary. As such, we
do not consider the above case as undesirable or incorrect given the use of a discrete
representation.

3.7 Importance measure

The importance measure can be seen as the result of an interaction between the boun-
dary, skeleton and a particular order in which interactions occur. In the following
sections, we detail on how the importance measure is computed and how we can im-
plement it in terms of the AFMM. We show why the resulting measure is a multiscale
importance measure similar to the geodesic idea introduced in [33].

We define a boundary collapse event (section of some boundary point b by
using the referencecount of b (section . The skeleton is traversed (section
one point at a time, updating the referencecount at every point. The referencecount
identifies collapsing boundary points, which in turn contribute to the importance value
of the currently processed skeleton point.

Advection model

The manner in which the importance measure is computed is inspired by interpreting
it as the result of an advection process (section . In terms of the 2D problem at
hand, this means that we will need to start at the endpoints of the skeleton, compute
the importance of such an endpoint and then ensure that we always propagate this
importance value onto the “next” skeleton point. Eventually, all the importance values
are aggregated in the skeleton root, which should then be equal to |9€|. During this
process, we also need to ensure that the computed importance values are monotonically
increasing towards the skeleton root.

3.7.1 Referencecount

The referencecount is a simple counting scheme that utilizes the FT to tie the boun-
dary to the skeleton. The general idea is to track the number of mappings between
skeleton points and boundary points during the skeleton traversal step (section .
This mapping allows us to define a triggered event during which we collapse the boun-
dary (section at particular points. The referencecount determines when a boun-
dary point collapses during skeleton traversal, and the particular skeleton point which
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triggers the collapse event defines onto which skeleton point we should assign the
importance contributed by the collapsed boundary point.

Definition

Whenever a boundary point b is a closest boundary point of p # b, we say that p
references b. When we count the number of distinct points p # b that reference b, we
call this the referencecount of b. For our method, we compute the referencecount only
using skeleton points. Since the skeleton is a 1D representation of a 2D shape, we can
expect from the feature transform that all feature points of skeleton points reference
every boundary point at least once.

In discrete space however, computing or representing a perfect feature transform is
not always directly possible. One way to compensate for the discretization artifacts
is to consider the feature set of adjacent points as feature set candidates for p. We
enumerate for each skeleton point p the feature points b found in the neighbourhood of
p, and increment the referencecount once for each of these feature points. The result

is shown in eq. (3.15).

R(b € Q) = #{p €S8(Q) | g (Ns(p)Up) Ag#bAbE B(q)} (3.15)

Example

In order to visualize and understand the referencecount, we first apply eq. to the
entire shape by replacing the term p € S(Q) in eq. by p € Q. We first compute
the DT and FT. The result is a shape — boundary mapping: for every boundary point
b we count the number of points p in the shape for which b € B(p). After we have
performed this mapping for all points in the shape, we assign to each point in the shape
the referencecount of its closest boundarypoint, i.e. Vp € Q : value(p) = R(B(p)).

As can be seen in the resulting image in figs. and [3.14a] high values correspond
to points on concave boundarysegments. Another visualization can be made if we
compute values for this image during the computation of the DT / FT, as opposed
to constructing it after the entire DT / FT have been computed. The result of this is
seen in figs. and showing how the referencecount of points changes during
the DT / FT.

When we generate figs. and using S(2) instead of §2, we get the result as
depicted in figs. and These images visualize the decreasing referencecount
as the skeleton is traversed from the endpoint towards the center of the skeleton.

3.7.2 Boundary collapse

The collapse of a point on the boundary is a triggered event which fires at a particular
timestep during the skeleton traversal step (section . This event is triggered
whenever the referencecount of a boundary point b is reduced to zero after traversing
onto a skeleton point p. When this event occurs, we say that b has collapsed onto p
and that the importance associated with b contributes directly to p. In this section,
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Figure 3.14: Referencecount example for leaf1 shape

we discuss how these collapse events are defined and where the associated importance
is assigned to. Details about how the actual importance is computed are discussed in

section B.7.31

Example

The connection between the boundary collapse and referencecount is effectively an
application of the pigeonhole principle. If we view the boundary points as the pigeon-
holes, then every skeleton point will add one pigeon to a pigeonhole if the boundary
point b is reachable via p, i.e. when b is included in the union of all feature sets B(q)
of points ¢ € (Ns(p) Up).

After the skeleton has been detected, we initialize the referencecount by adding
pigeons to “reachable pigeonholes” for each skeleton point. For now, assume that
this means that all pigeonholes have at least one pigeon, i.e. every boundary point is
reachable by at least one skeleton point.

During the skeleton traversal step, we process a skeleton point p by removing a
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pigeon from the reachable pigeonholes of p. When this removes the last pigeon from a
pigeonhole, we know that the pigeonhole is no longer reachable by any other skeleton
point that we have not visited yet and we can thus attribute the pigeonhole to p.

b
h, c
L\
a 9% h i d
0
‘ \
A j,
7O
9, g9 J i i,
o > » « ®
f g, J; i e

(b) Actual output for a shape
corresponding to the diagram in

(a) Flow of importance. Importance increases

along the skeleton (red arrows). p is com- fig. Importance increases
puted in the direction of the black arrows. along the skeleton from blue (0)

Blue points: skeleton endpoints Sg, red points: to red (|09).

junctions Sz, yellow points: feature points F'(p)
of junctions

Figure 3.15

3.7.3 Incremental computation

As we traverse the skeleton (section , the referencecount of boundary points is
decremented (section and triggers the collapse of boundary points (section.
In this section, we explain how the boundary distance corresponding with collapsed
boundary points is computed.

Example

When closest boundary points B(p) are determined for a point p, the neighbouring
points ¢ € Ng(p) are used to gather the list of boundary points that are potential
candidates for B(p). This implies that if a boundary point b is not a closest boundary
point of any point ¢ in the neighbourhood of any such point p, then b is “out of reach”
and b can not directly contribute to the importance of p. An indirect contribution is
possible however when p is not a endpoint of the skeleton, i.e. when it lies halfway a
skeleton branch. If b contributes to any of the points between p and the endpoint of
the branch, then p will receive this contribution via the skeleton.
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(a) (b)

Figure 3.16: Transported endpoint label (left) and order in which the skeleton is
traversed (right) for rect_bump shape

Definition

Collapsed boundary points only contribute to the importance value of a skeleton point
if at least one adjacent boundary point has also collapsed into the same skeleton
point. If this is the case, the importance contribution is computed as the Euclidean
distance between the two adjacent boundary points. For the 2D case, this results in
contributions of either 1 or v/2.

This process is shown in a series of steps in fig. for a rectangular partial shape
(truncated on the right). The importance of the skeleton increases from the boundary
into the direction of its inward normal. Each section of the boundary that corresponds
with such an importance value is marked.

We define the importance ps(p;) of a point p;, which is removed from the skeleton
FT narrowband at timestep t, as:

ps(p € S(Q) = polbs) + pslar)
where b; € B(pt U Ng(pt)) (3.16)
and g € Ny (p) Ar <t

where the importance contribution pg(b;) of a boundary point b; collapsing into p; at
timestep t is defined as:

po(b € 992) = > ||b — cs||
where ¢, € N2(b;) A isAdjacent (b, c,) (3.17)
having R(cs) =0 A R(b;) =0A R(bi—1) >0

Here, eq. (3.16) can be interpreted as the sum of boundary points collapsing into
p; plus the sum of importance values of adjacent skeleton points ¢,. which have been
removed from the narrowband at a previous timestep r < t.
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(a)

Figure 3.17: Transported endpoint label (left) and order in which the skeleton is
traversed (right) for anim4 shape

Note that the importance measure is defined in terms of previously computed im-
portance values of adjacent skeleton points, and that the order in which points are
processed by the the skeleton FT ensures that the importance measure is monotonic.

Note on correctness This approach may result in partial skeleton branches having
an importance of 0, which happens in cases where a collapsing boundary point does
not have an adjacent collapsed boundary point. This only affects the extremities of
the skeleton and is a side-effect of various minor inaccuracies that are inherent to the
FMM DT, the AFMM Star FT and the discrete grid.

We can also compute the importance contribution of b € 9 as 3 (|la—b||+[|b—¢]|),
where a and ¢ are boundary points adjacent to b. Another potentially more accurate
approach is to use a curve length estimator to to compute an estimated importance
contribution, in which case a Newton polynomial intuitively seems to be a good fit.

However, when we apply a pruning threshold to the skeleton on the importance
value, these skeleton branches are the first to be pruned. As such, these inaccuracies
are unlikely to be relevant in practice.
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Figure 3.18: Computation of R(b € 99) (eq. ) and p(p € S(2)) of a rectangular
partial shape (truncated on the right) during 6 timesteps (left to right,
top to bottom). For points p € 99, the value of R(p) is shown, points
q € S(9) show p(q) when flag(q) = KNOWN, N when flag(q) = NARROWBAND
or U when flag(q) = UNKNOWN. See section

3.8 Inheritcount

The inheritcount is a measure which extends the DT and FT by extracting information
about how the FT is computed. The flow of information from the boundary towards
the center of the shape is modeled as a source — destination relation where we say
the destination “inherits” from the source. If destination is a point p and we compute
B(p), we require information stored in one or more adjacent source points ¢ for which
B(q) is already computed.

The purpose of the inheritcount is primarily to provide a way to visualize and under-
stand the FT as computed by the AFMM Star and provide insight in the differences
between using a simple FT or the full FT. As such, the inheritcount is not part of
our proposed method, but rather a supporting tool that yields some practical and
conceptual benefits.

In the following section, we explain what the inheritcount is and why such a measure
makes sense. We provide a formal definition in section and in section |3.8.3[ we
analyze the measure and elaborate on how we can integrate the measure into our
measure.
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3.8.1 General idea

To clarify the reason for constructing the inheritcount measure, we apply the source
— destination idea above to the skeleton points in a shape. Since skeleton points are
by definition eztrema in the DT, skeleton points should generally never be a source for
any adjacent point. In relation to the FT, this is equivalent to tracking how a closest
boundary point is found in addition to determining which boundary point is closest.

Consider the boundary collapse measure introduced as the AFMM Star in [39)].
This measure is based on the idea that skeleton points relate to compact boundary
segments which collapse at some timestep. If we express this idea in terms of the
source — destination approach, we can conclude that a collapsing boundary segment
is the result of a particular source for which no destination can be found. This relates
closely to the skeleton detection approach taken by the AFMM Star: the lack of a
destination implies that the source or some point adjacent to the source should find
at least one pair of closest boundary points b1, b which are not adjacent on the initial
boundary.

In different terms, when we observe a particular point b on the initial boundary,
we can identify a “trail of breadcrumbs” towards the skeleton of the shape, where the
trail consists of points which have b as a closest origin. When the end of the trail is
reached, we will find a source for which no destination is found, and we can identify
the source and / or adjacent points as skeleton point.

The idea behind this measure is consistent with the advection model (section
introduced in [39]. Information flows from the boundary towards the skeleton and
across the skeleton away from the skeleton endpoints and can never flow from a skeleton
point into a non-skeleton point. Our method considers the DT / FT only as a boundary
— skeleton mapping and computes the information flow across the skeleton (a skeleton
— skeleton mapping) in a subsequent phase. As such, the inheritcount measure relates
only to the first phase in which the skeleton is detected.

3.8.2 Definition
We first define the points that are a potential source of p:
S(p €2\ 09) = {(b.q) | ¢ € N () Ab e (Bp) N B(g) } (3.18)

from which we determine the actual sources of p for which the distance to the boundary
point is minimal:

Salp € 2\ 09) ={a | (b.0) € $,0) A llg = bl| = i }

where dyin =  min  ||r — (|
(e,r)€Sp(p)

(3.19)

Effectively, ¢ is a potential source of p if ¢ share at least one closest boundary point
with p, i.e. p could have obtained b via q. Consecutively, ¢ is an actual source of p if
[lg — b|| yields the minimum distance over all potential sources of p, i.e. g is the source
that is closest to b.
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We can now define the inheritcount by simply counting the number of destinations
for which a point p is the source:

1pe) =#{ge|peSia)} (3:20)
Since skeleton points should never be a source, we can interpret eq. (3.20) as a measure

that yields low values for skeleton points and higher values for other points. This
corresponds with the example depiction in fig.

© o = 2 o o
© =~ = 2 o o
© 2 2 a s o
O 2 2 a a0

Figure 3.19: Visualization of inheritcount for two shapes (left: odd height, right: even
height). For both shapes: (a) simple FT (one closest boundary point per
pixel), (b) multiple closest boundary points per pixel, (¢) = inheritcount
for (a), (d) = inheritcount for (b)

3.8.3 Analysis

In fig. [3.19| we show the inheritcount for the same shapes as fig. For both rectangles
(one of even height, one of odd height), the closest boundary points are shown in the
top images. For the images on the left, only one closest boundary point is stored per
point and for the images on the right we store all closest boundary points. The images
on the bottom depict the inheritcount for the image directly above.

For the images on the left, we see that the inheritcount is 0 for all skeleton points,
but also for some non-skeleton points. For the images on the right, we see that only
skeleton points yield a inheritcount of 0. Some points on the boundary also yield a
value of 0; whether or not we these classify as skeleton points is a matter of convention.

The example figures in figs. [3.20a] and [3.200] and figs. [3.21a] and [3.21D] show the
actual inheritcount metric for two shapes for both the simple FT and the full FT. We
can see that the inheritcount metric by itself does not always reveal all skeleton points,
even when using the full FT.

We observed that these missing skeleton points relate to regions where “soft” colli-
sions occur, i.e. the region around the stem of the leaf in figs. and It is
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clear that these regions yield points having non-adjacent feature points, which is how
both the AFMM Star and our method detects skeleton points.

When we consider the difference between T'(p) and T'(q) where ¢ € Ng(p) for the
cases where p obtains (“inherits”) a closest boundary point from ¢, we can expect
these differences to be 1 when we move in the direction of the inward surface normal.
For points on or near the skeleton of the shape, a difference that is less than 1 can be
found. This exception does not always apply, which is clearly visible, but if we define:

0T(peQ\09Q) =Y T(p)—T(q)

(3.21)
where ¢ € S%(p)

where S%(p) is defined in eq. (3.19), we get an interesting field in which low values
appear to be highly correlated to positions where a skeleton would logically be expec-
ted. More interestingly, these figures figs. [3.22a] and [3.22b] are visually very similar
to figures that depict the difference between the approximate FMM distance and the
exact Euclidean distance (fig. [3.22d).

A particular use for this field might be to improve the accuracy of the FMM DT, as
the field seems to identify regions where large errors occur.

(a) (b)

Figure 3.20: Inheritcount example for anim4 shape using the simple FT (left) and the
full FT (right)
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(a) (b)

Figure 3.21: Inheritcount example for leaf1 shape using the simple FT (left) and the
full FT (right)

(a) (b) ()

Figure 3.22: Result of eq. (3.21)) for simple FT (left) and full FT (center), difference
between exact DT and FMM DT (right)
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4 Results (2D shapes)

In this section, we compare the output of our method with the output of the AFMM
Star in order to establish a measure of similarity. We propose an approach to compute
such a measure with a reasonable accuracy, we detail on the resulting differences and
provide several visual comparisons between the outputs of both methods.

4.1 Comparison to AFMM Star

In this section, we compare our method with the AFMM Star in terms of several
algorithmic properties.

Skeleton The AFMM Star produces a skeleton that is centered, 8-connected, smooth,
generally 1 point thick and computed reliably. The skeleton produced by our method is
roughly the same, but is 4-connected and not as smooth. As a side-effect of computing
a 4-connected skeleton, our method also eliminates some skeleton branches in areas
where many skeleton branches meet. The impact of this is illustrated in fig.

Figure 4.1: Left: AFMM Star, right: our method. ,/p is used instead of p to improve
contrast for low values of p.

Importance measure Both methods compute roughly the same importance measure,
small differences being mostly accounted for by local variations in the skeleton, slightly
different boundary numberings, inaccuracy of the DT and/or discretization artifacts.
The most notable difference is the manner in which the importance measure is compu-
ted. The AFMM Star uses a boundary numbering scheme for which a 3D equivalent is
not known, but the incremental approach of our method has the potential to generalize
to 3D and even higher dimensions.
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Computational complexity Our 2D method is a modified implementation of the
AFMM Star, using a slightly different boundary numbering scheme and replacing the
boundary distance trick with a incremental approach. The overall complexity of our
method is O(Qlog d), which is the same as the AFMM Star.

In more detail, one could argue that the AFMM Star uses the boundary distance
trick to reduce the cost of computing a geodesic to O(9Q + S(2)). Our method
traverses the skeleton in order of increasing importance, resulting in a complexity of
0(0Q + S(22)1og Sg(2)) for computing the geodesics, where Sg(€) is the number of
endpoints of the skeleton.

4.2 Result comparison

In this section, we compare the output of our method versus the output of the AFMM
Star and establish a measure of similarity between the results of the two methods.

Visual comparison The AFMM Star uses a directional gradient to detect the ske-
leton, which skews the skeleton towards the bottom and the right. This results in a
skeleton that consists of both 4-connected and 8-connected segments. Our method
does not use such a gradient and uses 4-connectivity everywhere, which complicates
comparing the skeletons in an exact manner.

For the skeleton itself, we simply visually confirmed the similarity. For all images for
which we performed this comparison, it is apparent that the skeleton of one method
closely resembles a skewed version of the other. To compare the importance measures
of the skeletons S and S?, we use eq. . The idea behind this comparison is that
for each skeleton point in S® we should find a skeleton point in S at roughly the same
coordinates having a roughly equivalent importance value. Here we denote S* for the
skeleton produced by our method and S® for the AFMM Star skeleton.

6p(S*,8") = { (1.4, 0pq) | 7 € (Ns(p) Up) A g = argmin8(p,7) A 8 = min d(p, )}

where p € S*(Q2) A g € 8°(Q) Ad(p, ) = |p(p) — p(r)|
(4.1)

As an artifact caused by discretization, it can happen that a skeleton yields two
adjacent center skeleton points p, ¢ for which p(p) ~ p(q) =~ %|GQ| as opposed to
having one point r for which p(r) ~ |9€]. We choose to avoid these cases by simply
excluding points p € §* U S® from the comparison when p(p) > 0.99p,,4; Where
Pmae = max (p € S4(Q) : p(p)). Finally, we compute both §p(S*,S) and dp(S°,S*)
and take for each point the minimum of the two delta values. The results for the
jaggedrect, rectl and leafl shapes are shown in fig.

Generally, the greatest difference is no more than 2% of the total boundary length
|0€2| of the shape and only very few points yield such a great difference. Points with
a high difference value are always located near the center of the skeleton or near a
junction, which is where we would expect them. The average difference is generally less
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(a) jaggedrect (b) rect1 (c) leafl

Figure 4.2: Differential images between our method and AFMM. Colors depict values
dp € [blue.. .green...yellow...red]. (a) dp € [0...30],]09 = 1447. (b)
dp €10...5],]10Q| =T721. (c) dp € [0...26], 00| = 2485.

than 0.2% in terms of |0€]. In section we compare for two shapes the thresholded
skeleton as produced by the AFMM Star and our method. Both methods yield a
nearly identical result. As such, we can conclude that the skeletons are very similar
and compute roughly the same importance measure.
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Figure 4.3: Result comparison for thresholded skeleton of leafl and animé4 shapes.
First and third row: AFMM Star, second and fourth row: our method
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5 3D Proposal

In this chapter, we present a method that represents the 3D generalization of the
method presented in chapter chapter |3l The main focus of this chapter is to convey
the manner in which our 2D proposal can be used to provide an equivalent solution
in 3D. In section [5.1| we provide an overview of the 3D method as well as differences
and similarities with respect to our 2D proposal. In section we detail on these
similarities and provide a working implementation that computes the 3D equivalent of
the 2D AFMM Star skeleton. In section we detail on the 3D importance measure
and propose a conceptual method to compute such a measure in the desired manner.

5.1 Overview

In this section, we present an overview of several difficulties and considerations relating
to generalizing our 2D approach to 3D. We focus on the intuitive explanation of our
approach and present a conceptual model / framework for the desired implementation.
We express components in this model / framework in terms of our 2D proposal by either
copying the 2D approach directly or providing a 3D equivalent replacement. For the
contents detailed in this section, a working implementation is provided that resembles
the 3D equivalent of the 2D skeleton as presented in chapter

5.1.1 Phase 1

This phase represents the 3D generalization of phase 1 in our 2D proposal and we
provide a working implementation of this phase.

Step 0: Initialize flags, narrowband, boundary (section [5.2.1)) This step is a direct
generalization to 3D of step 0 in our 2D proposal.

Step 1: Compute DTHFT, detect skeleton Like the previous step, this step is also
a direct generalization to 3D of step 1 in our 2D proposal.

Step 2: Remove cycles, perform thinning Since we detect the skeleton as a 6-
connected structure, the 2D regularization step generalizes directly to 3D. The result
is that regardless of the manner in which the skeleton is computed, a 6-connected set
of points can always be reduced to a 1 point thick skeleton.
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5.1.2 Phase 2

This phase is a more general form of phase 2 in our 2D proposal. In this phase, the
goal is to provide a collection of methods and viewpoints for which we can argue that
they compute the desired metric with the desired efficiency. As we do not have a
working implementation for this phase, we mainly focus on conveying the details and
feasibility of the suggested approach.

Step 3: Initialize skeleton FT, boundary FT (section The boundary is now
a 2D structure (versus being 1D in our 2D proposal), complicating the handling of
boundary collapse events due to the different topological properties of 2D and 1D
surfaces. We propose to solve this by introducing an additional skeleton FT and
boundary FT step that reduces the 2D boundary and 2D skeleton to a 1D subset of
these boundary- and skeleton points, which in turn can then be processed again as in
our 2D proposal. This process is depicted in the following substeps.

Step 3.0: Initialize flags, narrowband, boundary For both the skeleton FT and
the boundary FT, the purpose and result of the initialization step is the same as
for the initialization step in our 2D proposal. The skeleton FT initialization can be
performed similar to the skeleton traversal step in our 2D proposal. For the boundary
FT initialization, several approaches seem feasible and are discussed in section [5.4]

Step 3.1: Compute skeleton FT, boundary FT Computing the FT of the (surface)
skeleton yields the curve skeleton, whereas computing the FT of the boundary can
yield a skeleton of the boundary of the shape. The skeleton of the boundary, which is
a subset of 92, may not be a measure that is required for computing the multiscale
importance measure. Regardless of whether this is the case, it is useful for the purpose
of providing a more intuitive explanation of our 3D method.

Step 3.2: Regularization step Given the necessity of a regularization step when
computing the 2D and 3D skeleton, it is likely that some kind of regularization step is
needed here as well. After this step is completed, the skeleton of the boundary of the
shape as well as the curve skeleton will be 6-connected structures.

5.1.3 Phase 3

This phase is similar to phase 2, but operates on the curve skeleton instead of the
surface skeleton. A straightforward approach is to construct the same Jordan curves
that are used by [Reniers et al.[33], which would be complicated but feasible given
a successful implementation of phase 2. However, due to the inherent topological
properties of the curve skeleton and its feature points, we may be able to apply several
simplifications (“tricks”) which we already use in our 2D proposal.

Since our goal is to reproduce the results of Reniers et al.|while reducing the compu-
tational complexity, it makes sense to employ these simplifications where possible. In
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order to convey the similarity between the simplified approach and the [33] approach,
additional focus is put on comparing these approaches in an informal manner.

Step 3.3: Initialize skeleton traversal We take the 2D reference counting approach
and we apply it to the curve skeleton of the shape in exactly the same manner.

Step 4: Traverse skeleton, collapse boundary The result of step 3.3 is that points
on the boundary of the shape will yield higher referencecount values if these points
coincide with the skeleton of the boundary. If we have computed the skeleton of the
boundary, we can implement this step analogous to the same step in our 2D proposal.
If we have not computed the skeleton of the boundary (or for some reason can not
readily do so), we can apply the followband approach to our skeleton traversal step,
which should allow us to compute the skeleton of the boundary during the skeleton
traversal step.

5.2 Generalized 2D methods

In this section, we list the methods that are straightforward generalizations to 3D of
the methods used in our 2D proposal.

5.2.1 Boundary modeling

We model the boundary of the 3D shape using multiple instances of our 2D boundary
model. We consider each of the 3 axis-parallel slices through a boundary point. We
treat each slice as a 2D image and apply the 2D numbering scheme to each. For a
slice through the XY plane, we “look” at the slice in the Z direction so as to have a
consistent definition of clockwise and counterclockwise (see fig. [5.1).

Figure 5.1: Order in which we sweep adjacent points. Left to right: XY, ZX, YZ plane.

The result of this is that every voxel has either two or three labels, depending on the
topology of the boundary. The reason that points can have only two labels is visible
in fig. for the XY plane, the point in the middle of the Z+ face (as well as the Z-
face) does not lie on the boundary of the 2D slice.
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The purpose of these individual labels is to designate two particular adjacent boun-
dary points for a given planar slice direction. Each voxel is also assigned a unique
label to link together the planar slice labels. This unique label can then be used to
visualize the FT as done in the 2D proposal (fig. ,b on page .

5.2.2 Followband

For the 3D case, the implementation for the followband follows directly from the 2D
case (section by using 6-connectivity instead of 4-connectivity.

5.2.3 Skeleton

For the 3D case, the skeleton is represented as a collection of face(6)-connected voxels,
which is the 3D equivalent of the edge(4)-connected pixels used for the 2D case.
Detecting the skeleton is done by generalizing the 2D detection method to 3D, which
is done by replacing the 8-connectivity (edge- and vertex connected neighbours) in
eq. (3.6) on page [35| by 18-connectivity (face- and edge-connected neighbours).

Since we use 6-connectivity to represent the skeleton, the 2D cycle detection sec-
tion [3.4.3] approach also applies to the 3D representation. Thinning the skeleton is
done by applying the 2D thinning measure to each of the 3 planar slices through a
skeleton point p, and p is simple iff p is a simple point w.r.t each of these planar slices.
An example of these slices and their corresponding numerings is shown in fig.

5.2.4 Inheritcount

The inheritcount measure is a direct generalization of its 2D counterpart. As in our
2D proposal, the inheritcount measure is mostly a visualization aid and debugging tool
and yields results that are visually very similar.

5.2.5 Skeleton DT

The 3D skeleton DT is similar to the 2D skeleton DT, and differs mainly in operating
on a 2D skeleton in 3D space versus operating on a 1D skeleton in 2D space. Like
the 2D skeleton DT, the 3D skeleton DT differs from the FMM DT in the sense that
there is no ordered upwind method to compensate for temporary values. The reason
for this is that the skeleton DT relies on a boundary DT (which is discussed in the
next section) to determine the processing order.

For the 2D skeleton DT, we do not need to explicitly precompute this boundary DT
and instead use the same topological properties which are also utilized in the AFMM
Star. For the 3D skeleton DT, we encounter the same kind of issue that disallows the
AFMM Star to generalize to 3D: the topological properties of 3D shapes do not allow
us to get away with the 2D-only “trick”. It is thus necessary to explicitly compute the
boundary DT in order to perform the 3D skeleton DT.

If we assume that such a boundary DT exists and can be computed, then we can
see that the shape FT readily allows the required skeleton — boundary mapping. If
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we denote Tp(b) as the DT-value for b € 99, then the order in which p € S%(Q) are
visited can be expressed as a function of Ty(b) where b € F(p).

The above implies that the skeleton DT itself is the same for 2D and 3D shapes,
differing only in the manner in which the importance value for a point is computed
obtained. Unsurprisingly, this process is more involved for the 3D case, but the basic
approach is the same.

5.2.6 Skeleton FT

For the 3D skeleton FT we can copy the 2D approach and use the boundary labels
supplied by the boundary model. All we require is a way to identify points that are
adjacent on the boundary, which the boundary model is able to supply. As such, the
3D skeleton FT is similar to the 2D skeleton FT.

5.3 Importance measure

In this section we present several ideas and observations regarding a key aspect of
our proposal: reducing the computational complexity of the boundary distance com-
putation. We do not have a working implementation, as this is beyond the scope
and available time for this thesis. We base our approach on our 2D proposal, which
provides the framework which reliably computes skeletons for both 2D and 3D shapes.

In section p.3.1] we analyze our 2D solution and identify the changes that are required
in order to provide a equivalent solution in 3D. In section[5.3.2| we present our suggested
approach, and in section we detail on the feasibility and implications of this
approach.

5.3.1 Problem description

For the 2D case, the boundary of the shape yields a geodesic for every skeleton end-
point. Since the boundary of a 2D shape is 1D, multiple 1D geodesics are easily
concatenated into one geodesic by adding up the lengths of the individual geodesics.
As a result, there is no need for our 2D approach to ensure that boundary points
collapse in a particular order. For example, consider a geodesic spanning boundary
points [n...m| and consider that boundary points m + 1, m + 2, m 4+ 3, m + 4 and
m + 5 are the next boundary points to collapse. Regardless of the order in which
we collapse these points, concatenating the geodesics [n...m], [m+1...m + 2] and
[m + 3...m+ 5] into one geodesic [n...m + 5] is trivial.

As such, we do not need to concern ourselves with a optimal order of collapsing
these boundary points (append m + 1 to [n...m], then append m + 2, and so on),
which is key to keeping our 2D approach simple.

When we try to generalize the above approach to the 2D surface of a 3D shape,
this simple approach is no longer feasible. Collapsing boundary points out-of-order no
longer guarantees that we can concatenate them in the same care-free manner due to
the different topological properties of 2D surfaces.
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We effectively walk into a kind of “trap” that relates closely to why the AFMM Star
cannot readily generalize to 3D. We simplify our 2D implementation by relying on the
topological properties of 1D surfaces, and unsurprisingly we find it insufficient for the
3D case: concatenating two geodesics in the desired manner is no longer a trivial task.

5.3.2 Suggested approach

The key to mapping our 2D method to 3D is the realization that our boundary distance
computation is a DT over the boundary of the shape with a very particular initial
wavefront. If we consider the cubical shape in fig. we know that the surface
skeleton of the shape consists of points on the 2D planes defined by two diagonally
opposing edges of the cube. The curve skeleton is known to consist of points on the
1D lines defined by each pair of diagonally opposing vertices of the cube.

If we traverse the surface skeleton from the endpoints towards the center of the cube,
we can see that the feature points of skeleton points lie at a monotonically increasing
distance to the edges of the cube. This process is visualized in fig. Similarly,
if we traverse the curve skeleton from the endpoints towards the center, we see that
the same holds true for the distance towards the vertices of the cube. This process is
visualized in fig. [5.3]

For now, assume that this idea holds not only for simple shapes such as the depicted
cube, but for any shape in general. We now claim that intuitively there must be a 1:1
correspondance between the order in which points are visited by the boundary DT. An
argument supporting this claim is found in the definition for the FT of the 3D shape,
which suggests that not having such a 1:1 correspondance conflicts with the definition
for the FT.

In the form of an example, we can imagine drawing lines from skeleton points to their
feature points as we traverse the skeleton of the shape. Barring minor discrepancies
(due to discretization and / or approximation), we must be able to traverse the skeleton
from the endpoints towards the center of the skeleton without drawing lines that
intersect previously drawn lines. In other words, during the traversal process, there
should be a unobstructed “line of sight” between a skeleton point and its feature points,
where the previously drawn lines represent obstacles.

In more formal terms, this “no intersecting” principle can be expressed in terms of
the relative timesteps of skeleton points and their feature points. The m points b, on
0Q and the n points p; on S(£2) are traversed in a seriesof v € [0...m) andt € [0...n)
timesteps respectively. We can now formulate:

Vb, € F(py) : by € F(gs<t € Nf(pt)) =u<vVb,=b,VF(p)UF(gs)=0 (5.1)

which translates to saying that the order in which skeleton points are visited must
also apply to the relative order in which their feature points are visited. Note that the
last term in eq. covers the cases where two skeleton points yield the same feature
point, which would technically imply intersecting lines. Although this is unnecessary
for the continuous case, we clearly need such an exception for the discrete case.

In terms of implementation steps, the goal is now to define and compute a boundary
DT / FT which we can then use to traverse the skeleton in the desired order, using the
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FT of the shape as the mapping between the skeleton and the boundary. Assuming
that we can express such a boundary DT / FT as a variant of the AFMM Star that
operates only on 02, we can then use the “no intersecting” principle to argue that the
AFMM Star invariants (and thus also the FMM invariants) for the boundary DT /
FT can also be made to apply to the 3D skeleton DT / FT.
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Figure 5.2: Depiction of a boundary FT for several timesteps, using 992 for the initial
wavefront (first image). NARROWBAND (yellow), followband (blue), KNOWN
points (white), UNKNOWN points (grey).

5.3.3 Implications of suggested approach

In this section we summarize the implications of our suggested approach in the form
of several assertions. These assertions form the basis for claiming that our method is
plausibly feasible, can produce the correct results and can plausibly do so with the
claimed computational complexity.

Decomposition of the problem set We decompose our problem into subproblems in
such a way that we can apply the idea behind the advection model to both the main
problem as well as each of the subproblems. We argue that each of these subproblems
reduces the computational complexity of the problem by reducing its dimensionality by
1 and we argue that this approach must yield a optimal complexity due to the formal
definition of the skeleton and due to the manner in which distances are computed.

Complexity of the resulting method We argue that a method with the desired
complexity is theoretically feasible by not requiring the computation of all possible
shortest paths, but merely computing the length of such a shortest path. Since it
follows from the definition of the Blum skeleton that such an initialization must exist,
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Figure 5.3: Depiction of a boundary FT for several timesteps, using 90902 for the
initial wavefront (first image). NARROWBAND (yellow), followband (blue),
KNOWN points (white), UNKNOWN points (grey).

we only need to find one particular instance out of all possible initializations of 90S2
that is “close enough” to the optimal case.

This reduces the problem to a initial value problem, where “initial value” translates
to identifying the position of the desired collection of points. We assert that this initial
value problem is a form that can readily be solved by our (or some other variation)
of the AFMM Star method. We thus assert that the feasibility of this initial value
problem depends only on our ability to correctly and efficiently identify these points.

Feasibility of computing the initial points and their initial values We argue that
since our method can identify skeleton points reliably and accurately, initial values can
be computed reliably and accurately as well due to the correspondence between the
initial-value points and the endpoints of the skeleton.
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(a) Visualization  of 3D point set
interpretations.  Yellow + green: 00.
Grey + red: 99\ 999 = proj(S(Q), 00Q).
Red: §(809) = proj (S(S(12)),09).

(b) Cubical shape where points on the vertices
and edges of the cube have been pruned.

5.4 Boundary FT

The boundary FT is an approach that works similar to the FT method that is used
to compute the skeleton. The boundary FT operates on 0f), has a initial wavefront
00Q C 99 and computes for each b € 9 the feature points by € Fp(b € 99).

Details on how to compute 092 are given in the next section, in this section we
simply assume it is valid and can be computed. The purpose of the boundary FT is to
define and compute a metric on the boundary of the shape which, via the FT of the
shape, allows us to traverse the skeleton and compute the boundary-collapse measure
in an incremental fashion.

We use this particular initial wavefront to compute the boundary FT in the same
way as our 2D and 3D DT / FT method. The idea is that each point b on 92 now
has a feature point on 992, which we denote by by € Fp(b). We consider p € S5(Q)
and we now see that the geodesic between b, ¢ € F(p) must always contain some point
by € 00S). The reason for this is that b and ¢ are by definition not adjacent on the
boundary, which follows from p being a skeleton point. As such, some by must then
always exist for any p € S(€2).

More precisely, if we consider by € Fy(b), we see that 99S2 should lie (approximately)
halfway such a geodesic. Hence when bp is a feature point (over the boundary) of b, ¢
and when b, ¢ are feature points of a skeleton point p, then b, ¢ should be equidistant
to ba.
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We thus use this idea to express the geodesic as two individual components which
are of equal length in the continuous case (or approximately of equal length in the
discrete case). If we now define the Euclidean distance over the surface, analogous to

eq. (2.2) on page as

Dy(b e 0Q) = ,Jnin [|b— bol| (5.2)
where || - || denotes the Euclidean distance over the surface, then we can form the
expression

p(p € S(2)) = Da(b) + Da(c) (5.3)

which reflects the idea that p(p € S(2)) is the sum of at least two partial geodesics.
Each of these partial geodesics can be computed using the boundary FT, given that
we can identify 00€). This would mean that computing the length of all these partial
geodesics can be done in O(921og 00N) time.

Identifying which of these partial geodesics combine into a “minimal” geodesic for
a given skeleton point p can then be done in the same manner as the AFMM Star
at a cost of O(S(f2)). Note that there is a hidden constant: since #{F(p)} > 1 and
#{F5(bs)} > 1, all possible combinations of partial geodesics will need to be computed.
Fortunately, the number of feature points is generally low and will thus have a limited
performance impact.

5.4.1 Interpreting and defining 0052

Factors such as discretization artifacts, processing order and DT inaccuracies make it
difficult to formulate an exact definition for 00€2. Given that we have a skeletonization
method that appears accurate and reliable for both 2D and 3D shapes, it is reasonable
to define 90N as a function of the computed skeleton:

900 = {b € F(p) ’ isAdjacent(b, ba)}
where p € S¢(2) Aby € Fy(p)

(5.4)

To better understand which collection of points are described by eq. (5.4), we now
provide several formal and semi-formal interpretations. Aside from conveying what
is being computed here and whether it is feasible to do so, these interpretations also
serve to explain a key component in this thesis: why it is at all possible to achieve the
desired computational complexity for our importance measure.

Note that these interpretations are expressed using what is probably the most simple
shape to do so in order to best convey the underlying ideas. Naturally, more complex
shapes are likely to introduce cases for which further analysis is required. This is one
of the main reasons that we do not have an implementation for the contents of this
section.
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(a) Interpreting 000 as boundary features For the simple shape in fig. it is
easily verified that 002 consists of points on the edges and vertices of the cube. In
practice, various artifacts and inaccuracies require that we also consider the points on
0%} that are adjacent to these edges and vertices.

(b) Interpreting 002 as a projection We can also express 9052 in terms of projecting
the surface skeleton of the shape onto 92, which is readily available in the form of the
FT. We represent the projection of a point p onto 992 by

proj (p € SS(Q),aQ) = F(p) (5.5)
we can then formulate
002 = 00\ {b € proj(p,09) | p € S(V)} (5.6)

which is valid for the continuous case. For the discrete case, discretization artifacts
still need to be accounted for. For example, consider fig. (page where we
strip away the points on the edges and vertices of a cube. For this example, we see
that 99 = @ because the boundary points adjacent to the stripped-away points are
feature points of Sg(Q).

We observe that feature points of Sg(€2) should always be adjacent to at least one
point in 90f2, which follows from the definition of a skeleton point in eq. . The
points in 90N are the reason that Sg(£2) was detected in the first place. More precisely,
at least two feature points of Sg(Q2) are not adjacent to one another because a point
in 002 lies in between.

Even though the above description appears to be plausible, it is difficult to directly
define 90N for the discrete case.

(c) Interpreting 0052 as a skeleton If we can compute the boundary FT, we can also
assume that we can compute S(912) as the skeleton on the surface of the shape, using
a variation of our skeletonization method. The result is that similar to projecting
S(2) onto 9, we can now also project S€(£2) onto 9S2. The result would be S(99) =
proj(p, 9Q) where p € S%(Q).

(d) Interpreting 00 as an opportunity for a numbering scheme Recall that for
the AFMM Star method in section [2.8:1] no equivalent for its numbering scheme is
known to exist for 3D shapes. Consider a skeleton point p € S(f2), its feature points
b € F(p) and the feature points by € Fy(b) computed via the surface DT. Since by is
adjacent to ¢ € Fs(p), we can define a plane through this collection of points, which
by the definitions of F(p), Fy(b € F(p)) and Fs(p) should then intersect 9 along the
geodesic of p.

Recall that the numbering scheme used in our 2D proposal effectively provides a
binary choice where we can decide between a clockwise and counterclockwise direction.
Note that the number of distinct possible directions on the 2D boundary is limited to
four due to using a discrete grid. Also note that points on 99€) should by definition
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be aligned in a direction that is perpendicular to the direction of geodesics that cross
0012.

We can now see that, barring small discrepancies due to discretization, geodesics
do not cross between two points in 90§2. As such, we can assign to points on 9952 a
unique label which can serve as initial boundary features for the boundary FT.

(e) Interpreting 002 via a reference counting scheme In our 2D proposal, 992
are the boundary points that are the first to collapse during the skeleton traversal
step (section This interpretation is, based on our current understanding, the most
reliable and also the most viable interpretation due to its simple implementation and
due to having a working proof of concept in our 2D proposal.

(f) Interpreting 0052 as the center of the geodesics Relating closely to interpreta-
tion (d), we can consider a geodesic over the boundary and consider a boundary point
b which splits this geodesic in half (or if we consider the discrete case, roughly in half
due to discretization artifacts).

(g) Interpreting 00N} as the edges of segments of 920 When we consider a cube,
the faces of the cube are the segments and points on the edges and vertices of the
cube are the edges of the segments. This relates closely to interpretation (b), where
the projection of S¥(Q) onto 9N yields the segments of 9. Like (b), no solution is
readily available for the simple problem case depicted in fig. (page .

(h) Interpreting 00N as the dual of Sg(2) The AFMM Star computes for every
p € Q a closest feature point b € 9. These feature points are found in order of mo-
notonically increasing DT value. Since our method detects skeleton points in roughly
the same order, we can opt to also compute a reverse FT F : S(2) — 9 which yields
for every point b € 92 a closest skeleton point p € S(£2). For the example in fig.
we can see that b € 99Q whenever p € F(b) Ab ¢ F(p) where b € 9Q and p € S(Q).

This suggests that 999 is a kind of dual of Sg(€), which we might be able to
compute by using a variant of the AFMM Star method. If we use F for the FT and
Dy (eq. (5.2)) on page as the DT, we may only need a variation of eq. on
page [34] to define 00N as a function of Sg(€2). In other words, Sg(§2) relates to S(Q2)
in the same way as 00 relates to 0f), and a certain AFMM Star-like method should
be able to detect 9O in O(92 log 0) time.

5.4.2 Interpreting and defining 000}

The problem set for the curve skeleton can be implemented in a recursive fashion
in correspondance with the anatomy of the skeleton (section . We can define
000Q when we consider S°(Q) as the input shape and 99Q as its initial boundary.
Since 990N corresponds to S(Q) in the same way that 9Q corresponds to S£ (1),
identifying Sg () directly allows such a recursive approach.
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When we compute the skeleton of this shape using our skeletonization method, we
will find S(S(Q)) = S¢(Q) as the skeleton. Similarly we also find 999 C 99Q and
see that the interpretations for 90€) in the previous subsection are also applicable to
0001). Effectively, if our method works for the surface skeleton, it must also work for
the curve skeleton; the differences between the two problems reduce to being merely
a matter of interpretation.
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6 Results (3D shapes)

6.1 Example figures
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Figure 6.1: Example figures depicting the skeleton. Several clipping planes are used
to reveal the inner skeleton. Colors (restricted to 10 distinct color levels)

depict shape DT values
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Figure 6.2: Example figures depicting the skeleton. Several clipping planes are used
to reveal the inner skeleton. Colors (restricted to 10 distinct color levels)
depict shape DT values
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6.2 Computational complexity

Our method is a variation of the AFMM Star and contains several instances thereof.
We denote such an instance by afmm(p, Op) where p denotes the input and dp denotes
the initial wavefront on p, and the complexity can then be denoted as O(plog dp). For
each of these instances we also denote whether it applies to the 2D or 3D case. The
instances are thus denoted as follows:

Shape DT / FT (2D, 3D): afmm(Q,09Q)

Boundary DT / FT (3D) : afmm(99, 909Q)
e Surface skeleton DT / FT (3D) : afmm(S°(2),08°(Q2))
e Curve skeleton DT / FT (2D, 3D): afmm(S°(),85°(Q))

and the sum of the complexities of these instances then yields the total complexity of
our method:

0] (Q log 99 + 90 log 900 + 0S° () log dS® () + S€(92) log IS¢ (Q)) (6.1)

Note that O(Sg(Q2)) =~ 0(009) and O(S¢(Q2)) ~ (900%), which effectively says
that the amount of “contact surface” between the skeleton and the boundary of the
shape determines the cost of the skeleton traversal step. From the definition of 902 it
follows that 002 is the minimal set of points that must be considered to compute the
importance metric. Put differently, OS2 can be interpreted as a optimal solution for a
Dijkstra-like boundary traversal method, in particular the approach taken in |Reniers
et al.[33].

Generally, the initial wavefront of a set of points represents is between 5% and 15%
of the entire shape, although this can strongly vary depending on the input shape
and its resolution. For the skeleton of a shape, this percentage can go up to 50%
(for the shapes we have tested) in cases where the boundary is littered with small
pertubations. This causes a relatively dense skeleton consisting of many points, the
impact of which is amplified even further due to our use of a 4-connected (2D) and
6-connected (3D) skeleton. Example figures that depict the cases where this happens

are given as fig. on page [37] for the 2D case and as fig. on page [71] for the
3D case.

6.3 Memory requirements

For each instance of the AFMM Star method, the amount of memory depends on the
number of points in the input shape, the number of points on the initial wavefront and
the number of points in the resulting skeleton. For the first instance afmm(Q, 0Q), we
store:

e Flagfield: 0.5 bytes / point
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Shape DT: 4 bytes / point

Shape FT: 4 bytes / point

Sorted map pointers: 4 bytes / point

Followband: 1 byte / point

Boundary model: 22 bytes / boundary point

where we re-use the flagfield, followband and boundary model for the subsequent
instances. For each subsequent instance we then only need to store an additional
8 bytes per point for the DT / FT values. Additionally, memory is needed for the
sorted map used by the FMM and a field of pointers to reduce the number of binary
searches when updating previously computed values. Given the use of std: :multimap
in a 32-bit application, this uses 28 bytes for each item in the sorted map. Generally
the maximum number of points in the sorted map is of the same order as the initial
wavefront, which thus gives an estimate for the required amount of memory.
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7 Discussion

Some of the methods we use this thesis are limited in their accuracy by several factors.
Even though some of these factors have predictable or well-known consequences, subtle
variations can lead to significantly different results. Even if the results appear similar,
small differences can seem insignificant or go unnoticed and introduce or amplify issues
in a subsequent step. This is especially true when generalizing a method to a higher
dimensional space.

Predicting or correcting issues is often difficult, if not impossible. In this section, we
detail on several accuracy issues as well as the manner in which we deal with these.

7.1 Discretization

Using a discrete grid can be problematic in the sense that there is not always a single
center point. fig. depicts how the skeleton of a 2D shape can be determined in
several ways. Clearly the discrete grid cannot possibly always yield a skeleton that is
both centered and one point thick.

7.2 Accuracy of distance transform

The DT computed by the FMM (section is numerically inexact, which means
that the order in which the FMM visits points is not strictly in order of increasing
distance to the boundary. Since the errors appear to diffuse away smoothly from
boundary concavities [32], these errors only become significant on or near the skeleton.
We crudely assume that this implies that if T'(p) > T'(¢) for ¢ € Ns(p), then the exact
distance D(p) > D(q) unless p and / or ¢ are skeleton points.

In case T(p) > T(q), we can simply rely on relatively accurate values. In other
cases, erroneous distances can lead to erroneously detected skeleton points. We already
assumed that the skeleton can be potentially two points thick due using a discrete grid.
This means that if we deal with the discretization artifacts, we automatically cover
most of the areas affected by inaccuracies in the DT.

7.3 Sorting method and initialization
Consider a heap container that sorts tuples (point, value) in order of ascending value.

If we add (a,1) and (b, 1) to the container, then both a and b qualify as a point with
the smallest value. If the heap container uses a stable sorting method, retrieving a
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tuple with the minimum value from the container will return the tuples in the order
in which they were initially added.

The implication of this is that the choice of initialization method can affect the
result of a method that uses a heap container in this manner. A clear (but absurd)
example is a initialization method that randomizes the order of equally valued items
in the container. A less obvious case is the order in which we inspect the adjacent
points ¢ of some gridpoint p. An example is the AFMM Star (section , which
assigns to p one optimal value derived from the values stored at points ¢ € Ns(p). If
two distinct values are found that are equally optimal, the value that is encountered
first is chosen.

Although this does not appear to hinder the AFMM Star (which operates in 2D
space), we found that the impact of these subtle differences can easily grow to signi-
ficant proportions when operating in 3D space. We considered several approaches to
mitigate these problems:

7.4 Topological properties of neighbourhood sizes

Consider the 2D FMM which uses 4-adjacency when adding points to or removing
points from the temporary narrowband. If a UNKNOWN point p is 8-adjacent to a point
q in the narrowband, then we know that p will be added to the narrowband at relative
timestep ¢t and ¢ will be added no sooner than ¢+ 2 (the manhattan distance between
p and ¢). In this regard, if we are inspecting all 8-adjacent neighbours of a point, it
would make sense to inspect the 4-adjacent neighbours first and only then inspect the
remaining neighbours; they are “closer”.

These properties relate closely to the general idea behind the followband (Section
as well as the manner in which the FMM (section is formalized. Additionally,
these properties explain in very basic terms why a small neighbourhood size can be
sufficient for iterative and / or ordered propagation approaches in general.

7.5 Feature transform

Similar to Mullikin’s e-VDT [29], we can store all boundary points at the same mini-
mum distance instead of only one. For the 2D case, storing one boundary points is
entirely sufficient and we do not see a need for the e-VDT here.

For the 3D case, we experiment with several values for ¢ between 0 and V3. We
find that although ¢ = 0 can result in small discrepancies, the overall results are
still acceptable. Higher values of € produce results that are clearly less erratic, but
the differences do not appear significant enough to warrant the additional cost of the
e-VDT.
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7.6 Atomic vs sequential updates

Consider the case when we are updating several points (such as multiple points being
removed from the followband) at a time. When updating points in one atomic step
(similar to how the FMM re-evaluates already computed distance values), we might
lose information that is hidden in some way in which these points interact with or
depend upon one another. Discovering this information or finding out how to extract
this information is often tedious and difficult. For example, we can say the FMM deals
with a comparable issue by correcting previously computed values of adjacent points,
which is clearly not a trivial discovery.

Sorting adjacent points When processing a point, we can sort adjacent points and
process them in order of ascending T value instead of inspecting them in a regular
grid pattern (i.e. for 2D, left to right, top to bottom). We have attempted to use
this approach at various places and stages during the implementation of the work in
this thesis. Even though this approach is ultimately not used in our skeletonization
method due to finding different solutions, we did notice many instances where a sorting
approach improved the results considerably.

We did however apply this approach in the inheritcount measure (section in
the form of eq. . Interestingly, the sorting approach appears to be more effective
when we use a simple FT, especially around areas where discretization artifacts are
present.

As such, since a sorting approach is simple to implement at a moderate computa-
tional cost, it can serve as a fast and practical way to find or emphasize patterns.
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8 Conclusions

In this chapter we summarize the contributions of the work presented in the previous
chapters, and we make several recommendations for future work.

8.1 Contributions

In chapter [3] we presented a skeletonization method which computes the skeleton for
2D shapes and computes the boundary-collapse measure in an incremental fashion.
We have shown that this method produces results similar to the AFMM Star method.
In chapter [5| we show that this skeletonization method readily generalizes to 3D, and
we present a proposed method to compute the multiscale importance metric for 3D
shapes by decomposing the problem set into multiple similar problems, each of which
can be solved with effectively one single method.

8.2 Future work

In this section we discuss several opportunities and considerations for future work
relating to what is presented in this thesis.

8.2.1 Implementing our proposed method

An obvious candidate for future work is implementing the approach as suggested in
chapter |5 and compare both the results and performance with the Reniers et al.[33]
method. It would also be interesting to consider how our suggested approach can be
incorporated into other skeletonization methods. Although our method was created
with a focus on a volumetric representation, the basic approach could very well apply
to skeletonization methods using a point-cloud or mesh representation.

8.2.2 Optimizations

The most costly component of our method is the computation of the FMM DT,
requiring one or more binary searches in the sorted map for every processed point.
Clearly operations on the sorted map are costly in terms of algorithmic complexity.
The memory access pattern of such an operation is also costly, especially for large
3D shapes for which the sorted map does not fit or barely fits in the CPU cache.
Since main memory access latencies are generally an order of magnitude larger than
accessing the CPU cache, it is critical for performance to avoid delays caused by having
to “wait” for data to become available.
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There are several methods in existance which improve upon the computational cost
of the FMM while retaining most of its useful properties. The following methods focus
on minimizing the use and / or cost of a sorted map or not requiring such a data
structure at all, trading the logarithmic component for computations with a constant
or linear cost.

FMM alternatives A domain decomposition strategy is used by Herrmann[I4] where
the shape is subdivided and subdomains are processed by a different CPU. Inter-
domain communication is required for CPU’s that process adjacent subdomains, and
a rollback mechanism is used to correct errors that can occur during the parallel
marching. A variation is also introduced where the narrowband is subdivided instead of
the entire shape. This method can perform optimally only if a suitable decomposition
is found, which is not necessarily the case.

Other methods which focus on avoiding binary searches are the Group Marching
Method (GMM) [20] and the Fast Sweeping Method (FSM) [19]. In [I8] the Fast
Tterative Method (FIM) is introduced as more efficient solution, suitable for parallelized
implementations on the CPU and GPU. While the GMM, FSM and FIM methods
are considerably faster than the FMM in most cases, their performance can drop
significantly when certain conditions occur in the input.

Intuitive approach A large speedup may be attained by using a parallel DT imple-
mentation such as the method of [Meijster et al.[27] to precompute all the DT values.
These DT values can then be put in a container in order of ascending DT value.
Subsequently, since we will be visiting these items in order, memory access patterns
will be highly predictable and should therefor allow prefetching mechanisms to effec-
tively reduce or eliminate these delays.

Sorting the container is however a costly operation that may easily negates any
improvements elsewhere. If a suitable parallel sorting method with a high speedup
factor is feasible, this approach may be able to compete with other approaches in
terms of running time. The reason for this is that the FMM alternatives are typically
harder to parallelize. Additionally, generic parallel sorting methods have received
widespread attention and effort in order to improve parallelization speedups even for
a high number of processors. As a result, a solution consisting of several very efficient,
well-parallelizable methods can outperform other methods simply by scaling better
with the number of processors.

The main advantage of this approach is that it is a drop-in replacement for the
FMM method, requiring no other changes to our method. Another advantage is
that this approach depends only on the resolution of the input and, unlike the FMM
alternatives, not on particular properties of the shapes present in the input. Although
this dependency argueably concerns mostly rare or uncommon cases and does not
affect the average running time over all sorts of shapes, a slower method with a more
predictable running time may be preferrable in some applications.
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