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Abstract

Deep learning has recently shown the ability to construct dimensionality reduction, or projections, with
high quality and computational scalability. However, such methods have the major drawback of operating
as black boxes, hence, it is hard for users to �ne-tune them to achieve more speci�c projection styles.
An important instance of this problem is the learning of t-SNE projections: The learned projections are
typically fuzzier than the original t-SNE ones, making them less suitable for many visual analysis use-
cases for which t-SNE was originally proposed. We aim to adapt and use classi�er visualization methods
to get a better understanding of the reasoning behind the network’s inference of projections. We pinpoint,
and apply �xes to ultimately reduce the causes of di�usion in the learned projections, culminating in
the application of KNNP, a nearest-neighbors approach to the original NNP which further increases the
quality of deep learning projections.
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Chapter 1

Introduction

Following the evolution of technology, more and
more professions are having to deal with larger and
larger data. The information contained in this data
has become increasingly available and necessary to
form a competitive edge. Such data is large in
terms of the amount of observations and the fea-
tures each contains within. Every additional fea-
ture adds another dimension of complexity, increas-
ing the di�culty in processing this kind of data.
This di�culty comes in the form of large compu-
tational time and resource costs. The impossibility
of human users assimilating so many dimensions,
creates a dependency on this di�cult computation.
To bridge the gap between large amounts of use-
ful data and human memory limits, dimensionality
reduction methods are commonly used. These di-
mensionality reduction methods aim to create ab-
stractions of the data, abstractions which distill the
data into the most digestible interpretation of each
sample’s discriminatory characteristics.

These abstractions, called projections, condense the
high-dimensional data into a low dimensional rep-
resentation while maintaining the underlying struc-
ture as much as possible. The structure de�nes the
distribution of the data and how the points relate
to each-other, whether in simple groups or in more
complex relations. Often this low dimensional map-
ping is conveyed as a scatter-plot, which allows the
user to reason about the original structure by ob-
serving the shapes and placements in the projec-
tion. Similar observations that exist in the data
are grouped into clusters, which allow projections
to scale well with regard to the space they require
to visualize any number of samples and total di-
mensions.

1.1 t-SNE Projection

One of the most widely used methods of projec-
tion is t-SNE [1]. t-SNE is widely praised for pro-
viding good visual separation when placing similar
featured points into groups on a scatter-plot. How-
ever, t-SNE has quadratic runtime depending on
the number of samples and parameter dependent,
meaning that the incorrect choice of any such pa-
rameter may have a large cost in computational
time. t-SNE is non-deterministic, lacking stability
and generalization. This means that there is un-
predictability and small changes in the data lead
to reproductions of the projection which are com-
pletely di�erent.

1.2 Deep Learning Projec-
tions (NNP)

As an alternative to t-SNE for dimensionality re-
duction, a deep-learning approach called Neural
Network projection (further called NNP) is pro-
posed in [2]. NNP has a compact implementa-
tion, making use of a fully-connected, feed-forward
regression network with relatively few nodes and
layers compared to other deep learning techniques.
Furthermore this approach overcomes the 
aws of
t-SNE mentioned above, through its ease of repro-
duction and out-of-sample capability. NNP trains
using any projection technique and a subset of
available data to create a mapping from high to low
dimensional space. Once the training is complete,
the majority of computational cost has been paid.
The network can then be used to infer inde�nitely,
on the same or even similar unseen data. This cre-
ates stable projections within a fraction of the time
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needed for t-SNE for large amounts of data.
The projections created by NNP have some di�u-
sion or ’fuzziness’ when compared to the original
projection technique used for training. This di�u-
sion creates some doubt in the separation of clus-
ters. This visually blurs the distinctions that make
the groups of points di�erent. The borders of simi-
lar points become less clear and we lose some of the
e�ciency inherent to projections. Figure 1.1 shows
this di�usion and the lack of clarity in clusters be-
tween t-SNE and NNP.

Possible hypothetical causes of this di�usion in-
clude: [3]

� Under�tting: either by training too little or by
not providing a large enough sample size to be
representative

� Over�tting: by �tting too closely to the data
through lacking regularization or validation.

� Optimization: by stopping the training before
the model reaches its full potential, in cases
where the optimizer gets stuck at local opti-
mum instead of �nding the best possible solu-
tion.

However, since the hyperparameters such as opti-
mizers and regularization have already been stud-
ied in [3], we build on this work and try pinpoint
the exact cause of di�usion outside of that search
space.

This brings us from the parameter choice to the
examination of the model itself. Examining the
model is non-trivial, as deep learning methods of-
ten function as a black box. In such a case, the
root-causes of the problems remain hidden which
exaggerates the di�culty in understanding the ac-
tual issue. Deep learning models are notoriously
di�cult to interpret, because they are usually very
large and use many parameters which lead to deci-
sions that are di�cult for humans to trace. In most
applications of deep learning the user supplies in-
put and is only aware of the resulting output which
is taken at face value, while the internal computa-
tions are obscured within. This restricts the users
options and forces them to trust the model, tweak
it blindly or discard it completely. Due to this and
the rapid adoption of deep learning models, there
is a surge of interest and need for techniques that

inspire trust in these models and help us under-
stand their behavior, especially since their pro�-
ciency seems to be a promising direction for ad-
vancing the way we look at the information at our
disposal. The transparency of this model and the
improvement of the di�usion within must be ad-
dressed together, as they are compounding prob-
lems.

1.3 Research Question

So far we have discussed t-SNE, NNP and the fea-
tures of both. What is clear is that NNP is strong
competition to t-SNE, held back slightly by its dif-
fusion and black-box properties but boasting many
powerful advantages. Given some improvements,
NNP is not only a strong competitor but also a
potential replacement for t-SNE.

How then, can we improve the quality of deep
learned multidimensional projections? To address
this complicated problem we propose the explo-
ration of this deep learning projection technique,
NNP, through the adaption and creation of tools
within a visual analytics toolkit. With such visual
applications we can convey the quality of the pro-
jection through quality metrics in order to measure
the performance of the model and de�ne improve-
ment and add explanability to the model.

Exploration of the model with such tools will also
allow us to get a better understanding of the funda-
mental behavior of the underlying model, revealing
what drives its decision process during projection.
Using these tools we gather knowledge of the deci-
sion process and gain insight into the creation of the
di�usion found in the projections. Once causes of
this di�usion are found, we aim to isolate them and
therefore focus our search space onto these issues.
We then propose and investigate solutions to cor-
rect these underlying causes in order to clarify the
clusters in the projections. Once the cluster sepa-
ration is improved, NNP will be much more com-
petitive with industry leaders such as t-SNE. This
thesis will detail an exploration using this visual
analytics toolbox in an attempt to unearth causes
which can be �xed to improve the di�usion in NNP.
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