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ABSTRACT

Augmented reality applications using stereo head-mounted
displays are not capable of perfectly blending real and vir-
tual objects. For example, depth in the real world is per-
ceived through cues such as accommodation and vergence.
However, in stereo head-mounted displays these cues are dis-
connected since the virtual is generally projected at a static
distance, while vergence changes with depth. This conflict
can result in biased depth estimation of virtual objects in
a real environment. In this research, we examined whether
redundant tactile feedback can reduce the bias in perceived
depth in a reaching task. In particular, our experiments
proved that a tactile mapping of distance to vibration inten-
sity or vibration position on the skin can be used to deter-
mine a virtual object’s depth. Depth estimation when using
only tactile feedback was more accurate than when using
only visual feedback, and when using visuotactile feedback
it was more precise and occurred faster than when using
unimodal feedback. Our work demonstrates the value of
multimodal feedback in augmented reality applications that
require correct depth perception, and provides insights on
various possible visuotactile implementations.
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1. INTRODUCTION

When using an augmented reality (AR) head-mounted
display (HMD), virtual visual cues differ from real visual
cues. For example, humans can determine an object’s depth
from cues such as accommodation and vergence. However
for virtual objects, accommodation for different distances is
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often not possible since all objects are generally projected
at a static distance from the eyes. Such a conflict can cause
a bias in depth estimation [9, 18, 19]. As AR applications
are increasingly employing gestural interaction, this bias will
likely negatively affect reaching tasks such as touching and
grabbing. In many real world scenarios, humans deal with
similar errors by integrating redundant information through
a different modality, for example the tactile sense [8].

The aim of our study is to determine the feasibility of
using the tactile sense as an additional information chan-
nel for depth information. In particular, we investigate the
depth estimation bias of virtual objects in an active task in
peripersonal space in visual-only, visuotactile, and tactile-
only settings. We expect that the users are able to translate
tactile feedback into depth information and that the bias
caused by visuals will decrease with the use of tactile feed-
back compared to visual feedback. Our study shows that
this is indeed the case for two different implementations,
mapping distance to vibration intensity and to vibration po-
sition on the skin, and that using tactile feedback without
visuals can be more correct than using only visual feedback.

2. BACKGROUND
2.1 Depth Perception in Augmented Reality

One of the earliest works measuring depth estimation in
AR is [12]. In this article, the authors discuss important
parameters that need to be evaluated for accurate HMD cal-
ibration. Based on this discussion, an experiment for depth
perception assessment is performed. The results initially
showed that virtual objects were seen farther away than real
objects when both objects were presented at the same depth
in visual space, however in [13] it was shown that these er-
rors no longer occurred when using an improved HMD. In
[6], examiners investigated the influence of various aspects
such as accommodation, vergence and display type (monoc-
ular, binocular, stereo) on depth perception and found that
occluding objects resulted in depth judgments being biased
towards the observer. When the occluder was in front of and
close to the virtual object, the object seemed a bit closer to
the user than it actually was.

More recently, [18] examined the difference between per-
ceptual matching and blind reaching to study depth judg-
ments, and the difference in depth accuracy between virtual
and real objects. Matching was shown to be more accurate
than reaching, and matching real objects was more accurate
than matching virtual objects. However in contrast to ex-
pectation, reaching real objects was not more accurate than



Figure 1: A participant reaching for a virtual cube.

reaching virtual objects. Accuracy for reaching both real
and virtual objects improved using a different experimen-
tal setup, but accuracy for matching real objects worsened.
Accuracy for real objects was then improved after an in-
tervention phase using corrective feedback with matching.
Lastly, [4] investigates depth perception in AR in a vision-
for-perception versus a wvision-for-action scenario. Results
showed that for matching there was a bias towards the user,
and no bias in the active scenario, however it is questionable
whether this was due to the activeness of the task rather
than the method used to collect the data.

It is clear that in a passive task, a bias occurs in virtual
object depth perception towards the user. It is however
unclear whether a bias occurs in an active task, a scenario
that is very likely in any interactive application. A goal of
our research is therefore to investigate depth estimation in
an active reaching task.

2.2 Haptic Depth Perception

The application of haptics for depth perception was ini-
tially intended for the blind, and has been studied for over a
century. Many studies have applied tactile arrays as sensory
substitution for vision. Generally, these arrays make a 2D
image of the world through a camera, map (z, y) coordinates
of a (group of) pixel(s) to (Z,y) array coordinates, and light
intensity to tactile intensity. See [3] for an overview.

In AR, the goal would not necessarily be to substitute
vision for haptics, but to aid vision through haptics. An
example of this is given in [5], where the user is asked to
place his/her hand at the perceived position of a random
dot pattern, ‘raised’ off the surface by various disparities. It
was shown that coupling force feedback with stereopsis lead
to a decrease in variance of depth perception. Similarly, [1]
examined depth perception in virtual reality with real hap-
tic feedback, and found that visual and haptic calibration
increased accuracy of distance estimates. Consequently, a
goal of our research is investigate the influence of various
tactile feedback configurations on the depth estimation bias
of virtual objects.

3. EXPERIMENT
3.1 Research Question and Objective

The goals of this study were formalized in the following
research question: Can tactile feedback correct the depth es-

46

Figure 2: A participant’s view during the task.

timation bias in an active reaching task in AR? While [5]
applied force feedback at a single position in space, our ap-
proach was to assist the reaching process by providing a
gradient of vibrotactile feedback. The objective of our study
was therefore to measure the perceived depth of virtual ob-
jects by placement of the real hand, which is guided by this
gradient.

3.2 Material and Task

The Meta DK1 was used as HMD for this study. These
glasses provide stereoscopic vision, have a resolution of 480 x
540 per eye, a 35° FOV (using the expander lens), a SoftKi-
netic DepthSense time-of-flight depth camera with 320 x 240
depth resolution (10cm to 2m), and 360° head tracking. An
Elitac tactile display was used to provide vibrotactile feed-
back to the users. This display has 16 intensity levels on

a logarithmic vibration power scale (where for PWM in %
Ixlogig 5

and intensity level I: PWM =20+ 10" 15 ) correspond-
ing to a linearly perceived intensity scale with fundamen-
tal frequency 158+2.4 Hz at maximum vibration strength.
The root mean square acceleration at maximum vibration
strength is 55.549.5 m/s?. Five vibration units were placed
on the skin of the forearm using elastic bands with Velcro,
and one unit was taped to the tip of the right thumb, see
Figures 1 and 3. Philips SHD8600 wireless headphones were
used to provide masking pink noise and feedback beeps dur-
ing the experiment. The experiment environment was cre-
ated using Unity 5.3.2 and Meta SDK 1.3.3.

During the experiment, the participant was asked to lo-
cate a virtual object, a hollow cube, by placing the tip of
their right thumb in the center of this cube (see Figure 2),
after which the participant would press spacebar to log their
answer. The cube was presented visually and/or tactually.
In the cases including visual feedback, the virtual cube was
not corrected for occlusion by the thumb. In the cases in-
cluding tactile feedback, the Euclidean distance between the
tip of the thumb and the center of the cube was mapped to
a vibrotactile sensation.

3.3 Experimental Design

3.3.1 Participants

27 participants took part in the experiment. Ages of the
included participants ranged between 21 and 26, with a av-
erage age of 23.1; 24 were male, 3 female; 22 right-handed, 3
left-handed and 2 mixed-handed; 4 had previous experience



Figure 3: Tactile display setup with 6 vibration
units: #1 for the thumb, #2-5 for the forearm.
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Figure 4: The tactile mapping functions: (L) inten-
sity gradient to vibration units #1, 2; (R) positional
gradient, always with vibration intensity level 4.

with AR apps and demos, 0 had experience with tactile dis-
plays, all but 2 had normal or corrected vision (these 2 had
only very slightly impaired vision), and 0 had an affliction
to their touch sense. Because of the basic nature of the task
we do not expect these factors to be of influence, except
possibly age [20] (see Section 4). Each participant signed a
consent form prior to the experiment, and did not receive
any form of monetary compensation.

3.3.2 Design

There were three modality conditions: visual-only (V), vi-
suotactile (VT') and tactile-only (7). VT and T in turn had
two types of tactile feedback: intensity gradient (I; the Eu-
clidean distance was mapped to an intensity) and positional
gradient (P; the Euclidean distance was mapped to a posi-
tion on the arm); see Section 3.3.3 for the implementation.
This tactile feedback type was tested between subjects, and
for each tactile feedback type there were 2 subconditions: for
I the feedback was provided to the thumb (intensities 0, 1, 2,
3, 4) or the wrist (intensities 0, 2, 4, 5, 8), for P the feedback
was mapped using wrist=near or wrist=far (always intensity
4). This means each participant took part in 5 conditions. 3
depths were tested: 0.32m, 0.36m, and 0.40m. Within each
condition, each depth was repeated 11 times, giving a total
of 165 test trials per participant. The order of conditions
was evenly spread over participants, where modality gave
the first level of ordering, and tactile position the second.

3.3.3 Tactile Mapping

When designing the tactile mapping functions, a few as-
pects needed to be taken into account. Firstly, the contin-
uous distance had to be mapped to a discrete intensity or
position. Continuous intensity and position change were not
attempted since correct implementation of apparent motion
and phantom sensations on the skin are in themselves very
difficult; see [10] for an example. Secondly, the number of
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used intensity levels had to be equal to the number of used
positions. Thirdly, the sensitivity of the skin on the thumb
is much higher than that of the skin on the forearm, so the
applied intensity on the finger had to be relatively lower
than on the wrist. Lastly, constant intense vibrations can
be irritating after long use, so for P a lower vibration in-
tensity was used than for I-wrist. See Figure 4 for the used
mapping functions.

3.4 Procedure

A participant was seated on a chair at a table facing a
blank wall. Before using the HMD, participants were tested
for stereoscopic vision using the TNO test for stereoscopic vi-
sion (8th edition, 1972), and for vibration detection using in-
tensities 15, 10 and 5. If the participants passed these tests,
we continued with the experiment. Interpupilar distance
was measured and the lenses of the HMD were adjusted
accordingly. After putting on the headset, calibration was
performed using the built-in calibration application. This
calibration was repeated every time the participant took off
the headset during the experiment. To verify that calibra-
tion was successful, the hand point cloud was shown to the
participants, and they were explicitly asked if the depth of
the point cloud matched the depth of their own hand. If
this was not the case, the HMD was recalibrated, otherwise
the experiment started.

A trial had the following steps. A beep would occur and
a cube would appear in front of the participant at eye-level
at a certain depth with random edge size between 2cm and
4cm (the participant was told beforehand that the size was
random). The user, keeping his right hand in a thumbs-up
gesture, would stretch out his arm in order to position the
tip of his thumb in the center of the cube; see Figure 1. Once
the participant was satisfied with his/her thumb placement,
they would press the spacebar with their left hand to log
their answer. Once the spacebar was pressed, a different
beep would occur, the cube would disappear and the trial
was completed. If the log was unsuccessful for some rea-
son, an auditory buzz would occur and the cube stayed in
place. In this case the participant would simply try it again
and continue. The next trial started 1 second after comple-
tion of the previous trial. For each trial, the trial ID, cube
position and cube size were logged, followed by the time-
stamp and position of the tip of the thumb for each frame
in which the right hand was visible. The participant was
allowed to take short breaks during a trial to aid/avoid arm
fatigue by putting their hand down and out of view. Audi-
tory beeps/buzzes were used rather than textual information
since the latter could bias the depth estimation.

Each condition was preceded by 5 training trials, during
which the participant was able to experience the tactile (if
present) and auditory beeps/buzzes. The participant was
allowed to take off the headphones and HMD in between
conditions, during which the experimenter verbally asked
a few questions regarding the participant’s experience, see
Table 1. After a short break, the experiment continued with
the next condition.

3.5 Results

To analyze the data, the logged thumb-tip positions were
first checked for continuous motion: in the case of a fatigue-
break, only the data after the last break during a trial was
used. From the remaining data, the final depth estima-



Table 1: Questions asked after completion of a con-
dition, answered using a 7-point Likert scale.

Mod. Question

A\ 1. How confident were you at placing your finger
at the target object location? (not at all - very)

VT 1. How confident were you at placing your finger

at the target object location? (not at all - very)
2. How easy was it to use the tactile feedback?
(not at all - very)

3. How did the wisual feedback influence you at
placing your finger? (negatively - positively)

4. How did the tactile feedback influence you at
placing your finger? (negatively - positively)

T 1. How confident were you at placing your finger
at the target object location? (not at all - very)
2. How easy was it to use the tactile feedback?
(not at all - very)

tion bias (mean and standard deviation) and task duration
(mean) were calculated for each participant and further an-
alyzed. The data was then grouped by tactile feedback type,
modality & tactile position, cube depth, and cube size. The
latter was accomplished by splitting the cube sizes into two
groups: S (2cm < cube edge < 3cm) and L (3cm < cube edge
< 4cm). This factor was added to make sure participants
indeed only relied on vergence cues to determine depth, and
not cube size. Only two size groups were used in order to
assure that no category was empty.

3.5.1 Mean of Depth Estimation Bias

The data was first checked for outliers. There were two
I participants that caused outliers in modality 7, but be-
cause they were particularly consistent they were preserved
in the data. 48 paired samples t-tests were run for both
feedback type groups individually to check for differences in
bias over tactile positions. This showed no significant dif-
ferences, so the data was combined over tactile positions for
each participant. Next, 18 independent samples t-tests were
run between both tactile feedback type groups. This also
gave no significant differences, so the data for both groups
was combined.

The data was further analyzed using a three-way ANOVA
with within-factors modality (3 levels), depth (3 levels) and
size (2 levels). This showed that all main effects were sig-
nificant, and also interaction effects modality xdepth and
modality xsize, see Table 2. To understand the significant
interactions, the simple main effects are further investigated,
see Table 3 and Figures 5, 6.

3.5.2 Standard Deviation of Depth Estimation Bias

The standard deviation values were checked for outliers.
This gave a few sporadic cases in VT that were not con-
sistent over any participants, so all data was considered for
further analysis. The 48 paired samples t-tests over tac-
tile positions showed no significant differences, so again the
data was combined for each participant. The 18 indepen-
dent samples t-tests between tactile feedback type groups
gave 6 significant differences: all standard deviations in T
were significantly smaller for I than for P (all p < 0.05).
This suggested a difference in behavior between the groups,
indicating a between-subjects effect for T, so the data was
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Figure 5: Boxplots of the depth estimation bi-

ases in the modality xdepth interaction, with me-
dian notches and mean markers. Purple represents
V, yellow VT, and blue T. Horizontal brackets indi-
cate a significant difference at p < 0.05.
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Figure 6: Boxplots of the depth estimation biases in
the modality xsize interaction, with median notches
and mean markers. Purple represents V, yellow VT,
and blue T. Horizontal brackets indicate a significant
difference at p < 0.05.

first analyzed for the two groups separately.

For I, the three-way ANOVA showed only a significant
main effect over modality, see Tables 2, 4 and Figure 7.
Pairwise comparisons showed that V' differed significantly
from VT (p = 0.021), and VT from T (p = 0.011). For
P, the three-way ANOVA also showed only significant main
effect over modality. Pairwise comparisons showed that V'
differed significantly from 7' (p = 0.016), and VT from T
(p =0.001). A three-way ANOVA with within-factors depth
and size and between-factor tactile feedback type on the T
data confirms the between subjects effect, see Table 5.

3.5.3 Mean of Task Duration

Checking for outliers showed only two consistent cases, so
all data was considered for further analysis. As before, 48
paired t-tests were run to compare task duration over tac-
tile positions. This showed 3 significant differences in the



Table 2: Results of three-way ANOVA with within-factors modality (3 levels), depth (3 levels), and size (2

levels), for mean and standard deviation of depth estimation bias and task duration mean.

Greenhouse-Geisser correction and ¥ a Huynh-Feldt correction.

¢ indicates a

Effect Depth Mean Depth St. Dev. -1 Depth St.Dev - P Duration Mean
mod F(2,52)=8,918; p=0.0005 F(2,26)=4.133; p=0.028 F(1.4,16.7)=11.180; p=0.002%  F(2,52)=20.862; p<0.000001
depth | F(1.4,35.3)=46.751; p<0.000001¢  F(2,26)=0.068; p=0.068 F(2,24)=0.365; p=0.698 F(2,52)=0.048; p=0.953
size F(1,26)=31.873; p<0.00001 F(1,13)=0.053; p=0.821 F(1,12)=1.384; p=0.262 F(1,25)=1.574; p=0.221
mxd F(3.3,86.7)=5.520; p=0.001% F(4,52)=1.193; p=0.325 F(4,48)=1.847; p=0.135 F(2.9,74.7)=0.738; p=0.543%
mxs F(1.6,42.1)=10.954; p=0.0004" F(1.2,15.0)=0.006; p=0.958°  F(2,24)=1.142; p=0.336 F(2.52)=7.879; p=0.001
dxs F(2,52)=1.127; p=0.332 F(2,26)=0.589; p=0.562 F(1.4,16.9)=0.782; p=0.431¢  F(2,52)=2.204; p=0.121
mxdxs | F(3.4,88.9)=0.294; p=0.954 F(2.1,27.0)=1.311; p=0.287%  F(2.0,24.3)=0.336; p=0.721¢  F(2.7,70.7)=0.781; p=0.497%
SDs of Bias per Modality* TactileFeedbackType
Table 3: Grand means of the depth estima- F ‘ ‘ : ‘ : 3
tion bias (in meters) in the modalityxdepth and 2 0.05¢ ]
modality xsize interactions. Negative values indicate g [ 1
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vV VT T - f ]
0.32 | -0.020 -0.009 -0.004 K 0.03) 1
0.36 | -0.029 -0.015 -0.007 g ] '
0.40 | -0.044 -0.023 -0.014 g0 QY
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Table 4: Grand means of the depth estimation bias ’ ‘ s ‘ : ‘
standard deviations for each modality and tactile I P I P I P
mv VT @ T Tactile Feedback Type

feedback type (in meters).

\% VT T
0.016 0.012 0.018
P | 0.019 0.016 0.031

-

I group: I-VT-finger-32-S < I-VT-wrist-32-S, I-VT-finger-
32-L < I-VT-wrist-32-L, and I-T-finger-32-S > I-T-wrist-
32-S (all 0.01 < p < 0.05). It was unlikely that the very
small amount of differences would affect further analysis, so
the data was combined for each participant. The 18 inde-
pendent samples t-test between tactile feedback type gave
two significant differences: [-T-32-L < P-T-82-L and I-T-
36-L < P-T-36-L (both 0.01 < p < 0.05). As before, we
continued by combining the data of both groups.

The three-way ANOVA showed a significant main effect
over modality and a significant interaction effect over moda-
lity xsize, see Table 2. To investigate the interaction, the
simple main effects were analyzed, see Table 6 and Figure 8.

Table 5: Results of three-way ANOVA with within-
factors depth (3 levels) and size (2 levels) and
between-factor feedbacktype (2 levels), for standard
deviation of depth estimation bias on T data.

Effect Depth St.Dev.

depth F(2,50)=0.036; p—=0.964
size F(1,25)=0.072; p=0.790
feedbacktype | F(1,25)=23.790; p=0.00005
dxf F(2,50)=0.623; p=0.540
sxf F(1,25)=0.017; p=0.898
dxs F(2,50)=0.131; p=0.877
dxsxf F(2,50)=1.055; p=0.356

Figure 7: Boxplots of the depth estimation bias stan-
dard deviations over modality and tactile feedback
type, with median notches and mean markers. Pur-
ple represents V, yellow VT, and blue T. Horizontal
brackets indicate a significant difference at p < 0.05.

Table 6: Grand means of the task duration in the
modality xsize interaction (in seconds).

\% VT T
S | 3.255 3.583 5.265
L | 2727 3.692 5.388

Task Duration Means per Modality* Size
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Figure 8: Boxplots of the average task duration,
with median notches and mean markers. Purple rep-
resents V, yellow VT, and blue T. Horizontal brack-
ets indicate a significant difference at p < 0.05.



Table 7: Questionnaire results (7-point Likert) for
groups I and P combined.

Mod. Question Median Mean St.Dev.
\% 1 - confidence 4 3.96 0.280
VT 1 - confidence 6 5.91 0.177

2 - ease 6 5.61 0.216

3 - visual 6 5.43 0.206

4 - tactile 6 5.76 0.154
T 1 - confidence 4.5 4.50 0.243

2 - ease 5 5.11 0.202

3.5.4 Questionnaire

Analogous to before, 12 Wilcoxon paired signed rank tests
were used to check for differences between tactile position
for both groups. There were no significant differences in ei-
ther group, so the data was combined for each participant
over tactile position. 7 Mann-Whitney tests were used to
check for differences between groups. This showed only one
significant difference between I-T-ease and P-T-ease, where
medians were 6 and 5 respectively (U = 49.5,n; = 14,np =
13,p = 0.041). See Table 7 and Figure 9 for the data com-
bined over groups.

To compare confidence (Q1 for all modalities), a Fried-
man test was run over factor modality over the combined
data. This showed a significant effect (X?(2) = 29.152;p <
0.000001), and according to Wilcoxon Signed Rank tests,
V-conf vs. VT-conf and VT-conf vs. T-conf were signifi-
cant (Z = —4.307;p = 0.00002 and Z = —3.785;p = 0.0002,
respectively). Next, for ease we observed a significant differ-
ence between [ and P in T (see above), but this effect did
not occur for VI (U = 64.0,n; = 14,np = 13,p = 0.180).
Ease was also compared over modality for both groups sep-
arately using Wilcoxon Signed Rank tests. There were no
significant differences in I (Z = —1.029;p = 0.303) or in P
(Z = —1.545;p = 0.122).

Lastly, a Wilcoxon Signed Rank test was used to compare
the influence of the visual and tactile feedback (Q3 and Q4
for VT, respectively) for both groups combined, and showed
no significant difference (Z = —1.211; p = 0.226).

4. DISCUSSION

The aim of this study was to determine the feasibility of
using the tactile sense as an information channel for object
information that is not usually perceived through haptics.
The presented research question was Can tactile feedback
correct the depth estimation bias in an active reaching task
in AR? We expected that participants would not only be
able to translate tactile information to meaningful depth
information, but also that it would correct the bias caused
by the (conflicting and/or unreliable) visuals. We showed
that this was indeed the case, and that the rate at which
this works does not depend on type of tactile mapping, nor
does it depend on placement on the arm.

As in previous studies [18, 4], a bias occurred towards the
user in the visual-only case. Note that for [4] the bias only
occurred in the matching task and not in the active task;
one must speculate whether the experimental setup was ap-
propriate for the intended measurements. It has been shown
that the bias is caused by, amongst other factors, the sepa-
ration of accommodation and vergence cues [19, 9]. It must
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indicate a significant difference at p < 0.05.

be noted, however, that all participants were young adults,
and this conflict may be less of a problem for older adults
[20]. In particular, tolerance of stereo depth perception to
vergence-accommodation conflict was related to accommo-
dation ability, an ability that declines with age. However,
we saw that for the multimodal condition, not only did the
bias decrease, but also that the variability was low, a factor
that does not necessarily depend on accommodation abil-
ity. This suggests that visuotactile depth estimation can be
valuable for all ages.

We also observed that, opposite to previous research, the
bias actually increased when virtual object depth increased.
A possible explanation is that there was a conflict due to
the absence of occlusion of virtual objects by real objects.
It has been shown that when a virtual object is positioned in
front of an occluder (with constant depth), the bias is con-
sistently towards the user, however there is a point where
the participants are sure the virtual object is behind the oc-
cluder and the object ‘falls back’ [6, 15]. Our study has an
even more complex setup, because the occluder (the thumb)
is constantly moving in space. Once it is in the vicinity of
the virtual object, depth ranking can take place, and partic-
ipants may tend to move their finger forward, to place it in
front of the initial placement. Our results then suggest that
these ‘final adjustments’ occur to a greater extent when the
virtual object is farther away.

However, the bias towards the user also occurred in the
visuotactile and tactile conditions. This is especially surpris-
ing for the latter case, because there is no longer a visual
conflict present. In the following, a few aspects are dis-
cussed that may have influenced tactile depth estimation.
Firstly, the order of the conditions could have played a role:
if participants experienced a condition with visual feedback
before the tactile-only condition, they could have been bi-
ased towards the depth they perceived in those visually in-
clusive conditions, i.e. an overall learning effect could have
occurred. This was checked for the results of the tactile-
only condition (combined over size), where participants were
split into two groups: T-first, T-not-first. However, a one-
way ANOVA with within-factor depth and between-factor



T-first did not show a significant between-subjects effect
(F(1,25) = 0.016;p = 0.901). Another explanation is that
the calibration was accurate for changes in hand depth, but
not absolute hand depth. In an attempt to prevent this,
participants were asked to compare the hand point cloud
and real hand for depth differences, however there may have
already been a bias present. Again, this does not explain the
tactile-only results, since the tactile feedback is generated by
the depth obtained through the depth sensor; if this mea-
surement was always incorrect, the tactile feedback would
be given at this distance and therefore counted as correct.
A final possible explanation then is that the effort required
to stretch out the arm was of influence. Firstly, this effort
experienced in the arm muscles may cause the vibrotactile
feedback to be interpreted differently. Such an effect was
demonstrated in [17], where high muscle pain induced by
a saline solution (5%) reduced the cutaneous mechanosen-
sitivity. Secondly, although the virtual object was always
straight ahead at eye-level, the participants may have had
trouble staying on this line in space. This would mean that
if they did not go exactly through the center of the virtual
object, they would never reach the vibration limit (high-
est intensity or extreme position), so they would feel less
changes in tactile feedback, possibly causing more error. It
is more likely that the participants then settle for a distance
that is closer to them than farther away.

Curiously, our results showed that participants (subcon-
sciously) used virtual object size, even though instructed
not to rely on it since it was random, causing a natural size
bias. The size-bias was absent in the tactile-only condition
since no indication of size was available, and for the larger
cubes the size-bias was smaller in the multimodal condition,
indicating that the integrated tactile feedback partially cor-
rected this bias as well. According to [16], users rely more
on retinal image size when the change in virtual object size
is small than when the change is large, which was indeed the
case in our experiment. This suggests that this interaction
may not have occurred had the cube sizes been varied more.
A remark must be made concerning previous AR depth es-
timation studies. The concern of using size as a depth cue
was mentioned in [15], but not further analyzed. Also, the
replication and extension of this study in [18] does not men-
tion size randomization at all. Our results together with
those from [16] give indication that this is in fact a neces-
sary analysis, thus we recommend future studies to take this
‘instinctive’ use of size into account.

The decrease in both biases when moving from visual
to visuotactile to tactile suggests that tactile feedback can
correct various types of biases caused by visuals. Unfor-
tunately, the bias correction coincides with an increase in
variability of estimation. This increase was more severe for
the positional gradient mapping than for intensity gradient
mapping, which may have been caused by the incongruence
in movement direction between the forearm and the tactile
feedback on the arm itself. Based on this, and the fact that
ease was higher for the intensity gradient mapping in the
tactile-only condition, one could recommend intensity gra-
dient over positional for future applications. However, since
there was no difference in bias between these mappings, we
do not exclude positional gradient as a feasible type of tac-
tile feedback. Although tactile-only led to the highest vari-
ability, variability for the visual-tactile condition was lowest
overall. This was expected through previous research in the
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field of multimodal interaction [8]. For example, according
to the theory of Maximum Likelihood Estimation in mul-
timodal integration, the purpose of multimodal integration
is the increase in reliability of perception, where reliability
is defined as the inverse variance [7]. This is supported by
the questionnaire results regarding confidence: confidence
of finger placement was higher for the multimodal condition
than for the unimodal conditions. An interesting note is
that participants experienced the visual feedback as equally
of influence as the tactile feedback. Many participants found
this surprising, with remarks such as “I did not expect the
tactile feedback to be so important.” We emphasize further-
more that the relatively small bias with relatively larger,
but certainly acceptable, variability in the tactile-only case
shows that the answers are not random, which reflects the
intuitiveness and usefulness of the tactile mappings.

Concerning task duration, there was an unexpected in-
teraction effect between modality and size. However, closer
investigation of the simple main effects showed that there
was only a significant difference in task duration between
V-S and V-L and no other cases, so the difference was likely
due to chance. All other significant differences were regard-
ing different modalities, where overall tactile-only trials took
longer than the visuotactile trials, and visuo-tactile trials
longer than visual-only trials. This complements the above
discussion on variability. For visual-only, the participant al-
ready has an idea what the position is and receives no feed-
back concerning whether it must be corrected, so a decision
is made fast with little to no corrections. In the tactile-
only condition, the user had to go over a straight line first
to determine where the object approximately was, and then
determine it more precisely. It is likely that a combined
strategy was used in the visuotactile case: an approximate
position was determined immediately through visuals, and
then corrected using tactile feedback. This increase in dura-
tion in the multimodal condition is in contrast to what was
shown in [5], and is likely due to the implementation: they
applied tactile feedback at a static point in space, where in
our setup the tactile feedback was a gradient over a larger
space around the object. This requires more time, but aids
the entire reaching process rather than a single point. The
integration of tactile feedback in an AR application presents
a trade-off situation between accuracy and duration, and
thus it’s value will depend on the purpose of the application.
An example application where precision would outweigh du-
ration is (remote) AR surgery, a research field that has been
struggling with such precision problems for years [14].

Lastly, there were no large differences between tactile po-
sitions. This suggests that both intensity and positional gra-
dient can be used on different body parts. This is supported
by previous research using haptics for vision substitution on,
amongst other locations, the tongue [2] and forehead [11].
This is interesting since in a real version of the task used
in our experiment, the thumb would touch the object and
only receive tactile feedback there. However, participants
performed equally well on the forearm, which demonstrates
the simplicity of possible tactile setups for (near) future ap-
plications, for example using a smartwatch.

A possible limitation of this study is the use of the built-in
calibration rather than a self-implemented calibration. The
accuracy of the measured results are directly related to the
decisions made in this calibration, which due its design can-
not be adjusted or changed at real-time. As stated earlier,



the precision of this calibration was tested by participants
themselves, however it may be that a certain bias already
played a role at this stage.

5. CONCLUSION

This work was motivated by the known advantages of mul-
timodal feedback, and consequently we investigated the fea-
sibility of tactile feedback to aid object depth estimation in
AR. We have shown that the bias that occurs in a visual-only
setting is partially corrected when integrating tactile feed-
back, but also in a tactile-only setting, although a trade-off
must then be made between time and consistent precision.
The tactile feedback worked in two different mapping im-
plementations, one mapping distance to vibration intensity,
and the other to vibration position on the skin. It was also
shown that virtual object size plays a larger role in depth
estimation than expected, and must be taken into account
in future research. Tactile feedback has not yet thoroughly
been studied in multimodal AR settings, but can be ben-
eficial in scenarios that require accurate depth estimation
such as AR surgery. Other applications with purposes other
than performance can benefit as well. For example, games
may have the goal to offer imaginary scenarios that do not
mimic the real world and can then thrive on non-natural
feedback. We expect our results to drive future research in
tactile depth estimation and other applications of the tac-
tile information channel. Firstly, this study examined tactile
feedback that was centered around the virtual object, but
it is unclear whether this feedback is equally intuitive and
interpretable in an egocentric world setting, i.e. when the
feedback is centered around the real body. Secondly, we
showed that multiple tactile mappings and corresponding
positions were feasible for depth estimation. The limits of
this malleability are unknown and must be further explored.
We expect beneficial use cases to not only use tactile feed-
back for sensory redundancy, but also sensory substitution
in its most abstract form, e.g. receiving meta-information.
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