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ABSTRACT

This paper focuses on recognizing image concepts by introducing the ISTOP model. The model parses the
images from scene to object's parts by using a context sensitive grammar. Since there is a gap between
the scene and object levels, this grammar proposes the “Visual Term” level to bridge the gap. Visual term
is a higher concept level than the object level representing a few co-occurring objects. The grammar used
in the model can be embodied in an And-Or graph representation. The hierarchical structure of the
graph decomposes an image from the scene level into the visual term, object level and part level by
terminal and non-terminal nodes, while the horizontal links in the graph impose the context and con-
straints between the nodes. In order to learn the grammar constraints and their weights, we propose an
algorithm that can perform on weakly annotated datasets. This algorithm searches in the dataset to find
visual terms without supervision and then learns the weights of the constraints using a latent SVM. The
experimental results on the Pascal VOC dataset show that our model outperforms the state-of-the-art
approaches in recognizing image concepts.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Image understanding is an open problem in computer vision.
Conventionally, objects in an image are considered as the main
concepts in image understanding or annotation approaches [1,2].
Thus, to understand a scene, the image is parsed at the object level
by the objects detection algorithm. Although by performing an
object detection algorithm, some important concepts can be
detected, this approach has three main drawbacks. First, concepts
at higher levels than objects are ignored [3]. These concepts can be
made by combining related objects. For example, consider the
scenes ‘@’ in Fig. 1. Although the objects “horse” and “person” can
be detected, the “horse riding” concept cannot be recognized at
object level. We can say that there is a significant gap between the
scene level and the object level in parsing an image. Second, the
constraints among objects such as locations, ability to occlude
each other, and aspect ratios are not considered. For example,
when a horse is detected, we expect to see a person on the back or
standing beside the horse but not below the horse. Third, when
objects conduct an action together, they might occlude each other,
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and it becomes difficult to recognize objects, because occlusions
cause deformation in the appearance of the objects.

In order to solve these drawbacks, we introduce a novel model
to (i) bridge the gap between objects and scenes, (ii) use con-
straints to improve object detection and (iii) solve the occlusion
problem. Furthermore, this model has the ability to be trained on a
weakly annotated dataset, where only bounding boxes of objects
are available.

In the proposed model, we introduce a new high level concept
between the scene level and the object level in order to bridge the
gap between them. We call this new concept “Visual Term”. A
visual term is the composition of the related co-occurrence objects
that represent a higher level concept. In Fig. 1, the visual terms are
shown in blue boxes. Since, our model parses an image from the
scene level into the visual term, object level and part level, we call
it “ISTOP”. By analogy to natural languages grammar, each level of
this model has its corresponding level in English grammar as
shown in Table 1.

The ISTOP model uses a context sensitive grammar (CSG) [4] in
parsing an image, which imposes context and constraints. In this
grammar, the objects and their parts are detected by filter tem-
plates that are trained by a part-based approach. In order to
handle the occlusion problem, we determine co-occurrence
objects by a data mining approach firstly. Then, we train filter
templates for occluded objects in addition to the general filters.
Hence, an occluded object can be represented more properly than
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Fig. 1. Three examples of visual terms. The visual terms are shown by blue bounding boxes and their objects by red bounding boxes. (For interpretation of the references to

color in this figure caption, the reader is referred to the web version of this paper.)

Table 1
The ISTOP grammar levels and their corresponding levels in English grammar.

English grammar level ISTOP grammar level

Alphabet Part: Segment or partition of an object
Word Object: Representation of a physical object
Phrase/clause (term) Visual Term: Composition of related objects
Sentence Scene: Interpretation of the entire image

in the existing models. Fig. 2 shows the occlusion filter templates
for a person object occluded by a horse. The overall training phase
of the ISTOP model is shown in Fig. 3. The details of the ISTOP
model are explained in Section 3.

2. Related works

Many approaches are proposed to detect image concepts,
however only a few of them focus on narrowing down the gap
between the scene and object level. Here we shortly mention the
most relevant ones to our work.

Objects detection is the important tasks in each approach.
Recently, discriminative approaches such as bag of visual words
[5,6] and discriminative part based model [7,8] have received
more attention in object and image classification. The dis-
criminative part based model (DPM) [8] is a well known model for
object detection. In this model, each object is described by a var-
iation of the histogram of oriented gradient (HOG). The DPM
includes a root filter and a set of part filters as shown in Fig. 2. The
filter response is given by convolving each filter to HOG features at
a given location. The advantage of this model is that it can consider
appearance changes due to view point or gestures by defining
multiple filters for an object category. In the extended version of
this model [7], the context is used to improve object detection. In
this extension, the results of object detection of all object cate-
gories are used blindly as context, however this approach has two
drawbacks. First, it increases the time complexity and second, to
use context for an object, the results of object detection for all the
other categories should be prepared.

With respect to parsing images, the grammar based models
[9,10,4] are most relevant to our work. In these models, a grammar
is used to parse images from high level concept (scene) to low
level concept (primitives). For instance, the attribute graph
grammar [9] is proposed to represent man-made scenes. This
grammar has six production rules, which can generate spatial
layout of the detected rectangular surfaces. The main difference of
these models to ours is that they need a fully annotated dataset for
their training while ours only uses a weakly annotated dataset and
can be used for general purposes.

The idea that the relation between objects can be modeled as a
higher concept level than the object level has been received more
attention recently [3,11,12]. Sadeghi and Farhadi introduce an
intermediate concept between the object and the scene as Visual
Phrase [3], which is similar to our Visual Term. They consider two
related objects as a rigid concept and represent it in one filter by
using the DPM, however in our method we create filter templates
for each object separately, and the detected objects are allowed to
merge together by a predefined grammar. Our proposed visual
term has three main advantages over their work. First, our model
can be performed on a weakly annotated dataset with all kinds of
relations, while in the phrasal model, the authors create a specific
dataset for their model and only specific relations between objects
is considered. For example, for the horse and person relation, only
a person riding a horse is modeled, while we consider all types of
relation in our work such as: a person riding, jumping and walking
a horse. Second, in our model the position of each object is
determined by its filter, while in their work, the object positions
are not determined explicitly. Third, in our visual term, multiple
objects can be involved. For example, in the relation of a person
with a sofa, more than one person can sit on a sofa. In this case,
our model detects all persons and sofa and composes them to a
visual term.

In some specific domains, the relation between objects and
their context is used to improve recognizing objects and interac-
tions [13-16]. Desai and Ramanan [13] present an approach to
model human interactions by combining the strengths of articu-
lated skeleton [17], visual phrase [3] and poselet [18] approaches.
The mutual context model [15] is proposed to jointly model
objects and a human in human-object interactions. In this
approach, object detection and human pose estimation are used to
improve the accuracy of detecting the objects that interact with
the human.

3. The ISTOP model

In our model, a context sensitive grammar is used to parse
images. This grammar can be represented in an And-Or graph
(AOG). The or-nodes of the graph indicate a selection choice
between multiple alternatives by a production rule (E,,) as speci-
fied in Eq. (1). In this equation, O, A and t are or-node, and-node,
and terminal (leaf) node respectively:

Eor : 0j>A1|Az| ... | Anl b1 | E2] ... | tn (1)

The and-nodes of the graph uniquely indicates the child nodes and
a set of constraints on them. This production rule (E,,4) is defined as

Egna : Ai=({01,02,...,0n},Cy) ()

where Cy, is a set of constraints on children.
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Fig. 2. Trained filter templates for person object and its 8 parts by using discriminative part based model. The first row contains general filter templates for a person. The
second row contains the occlusion filter templates for the person when co-occurred with a horse.
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Fig. 3. The overall training phase of the ISTOP model.
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Fig. 4. The And-Or graph of the ISTOP model. The rectangles are and-node and circulars are or-nodes. The horizontal lines are constraints between the children of the and-

node and the vertical lines are the composition rules.
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Fig. 5. An example of image parsing by the proposed grammar.

The And-Or graph is defined as in Eq. (3), where Vg is a set of
nodes that include non-terminal nodes (and-nodes and or-nodes)
and terminal nodes (leaves). E,,¢ and E,, are the edges to the
children of and-nodes and or-nodes. Cg is a set of constraints over
the graph. Finally, O;s is the root node of the graph:

G= (Vg, Eand, Eor, Cg: OS) (3)

The scheme of the proposed And-Or graph is depicted in Fig. 4. In
this figure, the horizontal lines represent constraints, and vertical
edges show production rules. The production rules and constraints
of this graph are explained in Section 3.1. A parse graph is a sub-
stitution of graph elements at Or-nodes. In Fig. 5, a pictorial parsed
image by this graph is shown. The procedure of parsing an image
by using the proposed grammar is explained in Section 3.2. We

also refer to Ref. [4] for the fundamental concept of the And-Or
graph and image grammar.

3.1. Production rules

The production rules consist of 11 distinct rules that can be
explained as follows:

1. Image—S;|...|Sn: Image is the root of the graph and can be
parsed into one of the predefined scenes such as “farm”,
“street” or “kitchen”.

2. S;—({DT1&...&DTy},Cs,): A scene is parsed into n > =1 distinct
visual terms (DTs). If n> 1, then there are constraints (Cs,)
between distinct terms, which are shown by the horizontal
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lines in the graph. Here, the important constraint is that DTs do
not occlude each other. For example, in Fig. 1, the image ‘a’ and
‘b’ have one DT while the image ‘c’ has three DTs.

3. DT; - Single| Double| Multiple: DT can be parsed into “Single”,
“Double”, or “Multiple” terms which have one, two and more
than two objects respectively. For instance, in Fig. 1, the DT of
image ‘a’ is “Double”, ‘b’ is “Multiple” and the image ‘c’ has two
“single” and one “double” term.

4. Single — ({SO}, Csingie): Single is parsed into a single object (SO).
Csingle is a constraint on the SO indicating that the SO does not
have occlusions with other objects. For example, in image ‘c’ of
Fig. 1, there are two SOs.

5. Double — ({001&00,}, Cpouple): Double is parsed into two
occluded objects (0Os). Two occluded objects should satisfy a
set of (constraintsCpoypre) in the grammar such as the percen-
tage of occlusion, aspect ratio and, the relative locations of the
two objects. In image ‘a’ of Fig. 1, the “Double” is parsed into
“occluded horse” and “occluded person”.

6. Multiple — ({OT1&O0T3}, Cppyisiple): Multiple is parsed into two
occluded terms (OTs) by considering a set of constraints
(Cmuttipte)- In this rule, the important constraint is that two
occluded terms have a shared object. In image ‘b’ of Fig. 1, the
“Multiple” term is parsed into two “Occluded Terms”. The first
one is “person” on the back of “horse” and the second is
“person” standing near “horse” where the shared object is
“horse”.

7. OT; — Double| Multiple: An occluded term can be parsed into
“Double” or “Multiple” terms. In this way every “Multiple” term
is broken down recursively until it reaches “double” by using
rules 6 and 7.

8. SO; > GOtype, | ...| GOtype,: A single object can be parsed into
one of the general object types. The general object types are
detected by the general filter templates. The general filters for
objects are learned by considering all possible training objects.
For example, for “horse”, three general object filters are learned
which correspond to different views of the horse.

9. GOType; — ({Gpart,&...&Gpart,}, Ccorype,): Each general object
type is comprised of n parts with regard to the defined con-
straints (Cgorype, )- Since we use the DPM [19] in training, n is set
to 8 as shown in Fig. 2.

10. 00; — OOtype, | ...| OOtype, | GOtype, | ...| GOtype,: An occluded
object is parsed into one of the general object types or occlu-
ded object type (OOType). The occluded object filters for
OOTypes are trained in similar way to general object filters, yet
in their training only occluded objects are used instead of all
available objects. The reason that we also add general object in
this rule as alternative is that sometimes in a “Double” term
one object is in background and the other one is foreground.
Hence the foreground object does not have deformation and
subsequently can be detected better by general filters.

11. OO0Type; — ({Opart;&..&0part,}, Coorype,): This rule is similar to
rule 9, which parses an occluded object types to n parts.

3.2. The parse graph

In order to parse an image, the optimal parse graph for the
image is generated by the AOG. A parse graph is an instantiation of
the AOG which is defined as

Pg = (Vpg. Epg, Cpg) 4

where V¢ is the set of node instantiations, E,; show the corre-
sponding composition from E,;, Eqng, and Cpg specify corresponding
constraints from Cg.

The optimal parse graph is computed by

(pg*|I) = arg max Score(pg|I) 5)
pgeg

General object & part Occlusion object & part
filters filters
Pm_‘iding A Object and Part
Target dataset — Detection
(Test samples)
Double Visual Terms
/ Composition
ISTOP Mulfiple Visual terms |
Grammar C
\ Determining Scene
Category [

Fig. 6. The block diagram of image parsing by ISTOP model.

where Score() compute constraint satisfaction and Score(pg|I)
= Score(Os|I). This equation indicates that an image can be parsed
in different paths (i.e. an And-Or graph can have different parse
graphs). Hence, in parsing an image, the path that has the max-
imum score will be selected by this equation.

Given an input image I, the Score for nodes in G is computed as
follows:

1. For each terminal node t e V7 a filter template trained by using
DPM introduced in [7,8]. The filter is convolved at a specified
location and the response is considered as the score of the
terminal node. This can be defined as

Score(t|I) = 0P (5), (6)

where § is the position of filter template and 8PP computes the
filter response.
2. For an or-node O € V,, we have

Score(O|I) = ) Tg])((o) Score(v;|I) @)

which means that the child which has the maximum score is
selected on an Or-node.
3. The score of and-node A € V4 is defined as

Score(A|)=>  J;-Score(vi| )~y - D(ch(A)) (8)
v; € ch(A)

where A and y are learned during a training phase by using
Latent SVM [20], and @(ch(A)) is the constraint penalty for the
children of A. This equation indicates that on an And-node, all
the children should exists in the path and the summation of
their scores and constrain penalty is considered as its score.

In the proposed grammar, we define two kinds of constraints,
strict and flexible. The strict constraint determines feasibility of
firing a production rule. For example, in rule 4, the strict constraint
define that SO does not have occlusion with the other objects or in
rule 6, the strict constraint define that two occluded terms should
have a shared object. The flexible constraints are introduced to
find the best configuration of components in the grammar.

The satisfactions of flexible constraints are measured by a
probability density function (f()). The probability density function
is estimated from the train samples by a histogram based
approach (f ()). For example, for rule 5, the percentage of occlusion
(how many percent of an object is occluded by the other object),
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Visual term Selected Merged visual

Input image Object candidates candidates visual terms terms

Fig. 7. The results of performing the ISTOP model on four samples. In each row, the first image is the original image. The second image shows the extracted candidate objects
and the third show candidates for double visual terms. The fourth image shows the selected double visual terms by model. Finally, the fifth image shows the merged visual
terms to form multiple visual terms.
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the aspect ratio of two co-occurrence objects, and the relative
locations of the two co-occurrence objects are considered as
flexible constraints and the satisfaction of these constraints is
measured by an estimated probability density function. Here, the
satisfaction constraint implies that the probability of two objects
with these specifications (occlusion percentage, aspect ratio and
relative location) can form a double visual term. In order to use

Table 2
Comparing average precisions of the 12 Visual term categories.

M.S. Zarchi et al. / Pattern Recognition 53 (2016) 174-183

flexible constraint satisfaction in Eq. (8) we define @() =1 —f() asa
penalty constraint.

Although the proposed And-Or graph is illustrated in a top-
down direction, in the implementation of our model, we use a
bottom-up approach to create the And-Or graph based on the
production rules, then we find the optimum parse graph as we
explained in this section. Namely, the objects and their parts are
first detected by the general and occluded filters, then all candi-
date double visual terms are constructed and finally, candidate
multiple visual terms are formed. Among all these candidates,
those place in the optimum parse graph are selected as the com-
ponents of the parse image. A brief overview of this procedure is

Visual terms ISTOP Baseline Object based X o
depicted in Figs. 6 and 7.
Bicycle with person 49.9 45.0 19.9
Boat with person 34 0.1 0.12 i i
Bottle with dining table 42 48 3.6 3.3. Visual Terms in weakly annotated datasets
Bottle with person 17.3 2.9 13
Chair with dining table 184 17.0 8.9 In a weakly annotated dataset, only presence or absence of an
gﬁgi; xitﬂ ngr:on Z‘Z ?'i ; interested object is indicated by a bounding box [21]. Hence, to
Dining table with person 19.9 121 105 find visual terms, we use a data mining approach. The visual terms
Dog with person 22 0.5 0.11 are the related objects that appear together frequently in the
Horse with person 59.6 56.3 276 images and occlude each other. In order to find the object cate-
Motorbike with person 356 304 314 gories that can form the visual term, a weighted co-occurrence
Person with sofa 135 13 1.0 ; R X X .
matrix (W) for all object categories is created. Similar to the
1 X bir.ycle;per:on . . .
091 ISTOP -- 7
o8l Object based _._ N
Baseline .-.
0.7 ol
0.6 -
c
S
2 o5t .
e
o 0.4 ‘M-”._,,..—«-mmm |
P
K4
0.3 f J
0,2 - -
0.1 - -
0 L 1 1
0 0.1 0.2 0,3 0.4 0.5 0.6 0.7 0.8
Recall

Fig. 8. Precision-Recall curves of the Object based, baseline and ISTOP model in detecting bicycle-person Visual Term.
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Fig. 9. Precision-Recall curves of the Object based, baseline and ISTOP model in detecting dog-person Visual Term.
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Fig. 10. Precision-Recall curves of the Object based, baseline and ISTOP model in detecting chair-dinning table Visual Term.
Table 3
Comparing the object detection by ISTOP model to DPM based on AP. Here, the objects that participate in a relation with others are mentioned.
Method Bike Boat Bottle Chair Dining table Dog Horse Mbike Person Sofa
ISTOP 59.7 16.0 25.6 223 24.7 11.2 58.6 49.6 42.8 334
DPM 59.5 15.2 25.5 224 233 111 56.8 48.7 41.9 33.6
Gain 0.2 0.8 0.1 -0.1 14 0.1 1.8 0.9 0.9 -0.2

approach proposed in [4] for finding co-occurrence components,
in this matrix, the weight for each edge between object category A
and B is computed by

(p(” (aub))
Ww=log 3., (p(u 2001 b>)
where p(I| qup) is the probability that image I contains objects a
and b that occlude each other. Similarly, the p(I|,) and p(I| ;) is the
probability I contains only a and I contains only b respectively.

In the matrix W, each co-occurrence category that has a strong
weight (greater than zero) is candidate to compose visual terms.

)

4. Experiment result

In order to test the ISTOP model in extracting image concepts,
we performed our model on the Pascal VOC2007 dataset [22].
Although, the used grammar in ISTOP model is top-down, the
image concepts are detected in bottom-up direction as shown in
block diagram in Fig. 6 and parsed samples in Fig. 7. To evaluate
the model, we set up two different types of experiments and
compare our model with the state of the art approaches. First, we
compare on the visual terms detection to show the ability of our
system to extract high level concepts. Second, we test the affect of
the context and occlusion filter in object and visual term layers.
Since the Pascal dataset has no labels on scenes, we could not
perform our experiment on the scene level. In the future work, we
may extend our experiments on the scene level by using a weakly
annotated dataset including object and scene labels.

4.1. Evaluation of visual terms

Since Pascal dataset is weakly annotated, the dataset is
explored to find the visual terms categories by Eq. (9). Here, 12
promising categories of co-occurrence objects are determined. To
get the ground truth for visual terms, we used object labels and

their bounding boxes which are available in the Pascal dataset. We
explored the objects that co-occur and whose bounding boxes are
near to each other or occlude each other to create labels for visual
terms. By exploring the Pascal VOC 2007, we found 2538 visual
terms in training images and 2181 visual terms in test images. In
order to show the performance of our model in Visual Term
detection, we compare it with a baseline model which is based on
the visual phrase detection [3]. In addition, to show the effect of
using constraints in the grammar, we also compare ISTOP with
another model in which the grammar constraints are not used and
is only based on the trained object filters. In this case, only the
combination of detected objects is used. In Table 2, the comparison
of these three approaches on the categories is demonstrated by
the average precision (AP) parameter [22]| and in Figs. 8-10, the
precision-recall curves of three categories are shown. Here, we
should mention that although our model has the ability to detect
the double and multiple visual terms, in this comparison, we only
consider the double visual terms. The main reason that our model
performs better than the baseline approaches in detecting the co-
occurrence objects is because of the individual filters to detect
each object. In this way, all the possible locations are examined to
find the best related position for the co-occurrence objects based
on the defined constraints; while, in the baseline approach only
one filter is trained for two co-occurrence objects and their rela-
tive location is considered fixed.

4.2. Effectiveness of context and occlusion filters

To show the effectiveness of context and occlusion filters, we
show that the usage of context and occlusion filters can improve
object detection. Since the filter templates of our model are based
on the DPM [19], we show that by considering the context and
occlusion filters for the co-occurring objects, the object detection
becomes more accurate than before as shown in Table 3. Our
model imposes constraints on co-occurring objects. Hence, the
object detection of co-occurrence categories will be affected in this



182 M.S. Zarchi et al. / Pattern Recognition 53 (2016) 174-183

Table 4
The result of using occlusion filters in visual term detection on the 12 Visual term
categories based on AP.

Visual Terms With occlusion filters ~ Without occlusion filters

Bicycle with Person 49.9 46.5
Boat with Person 34 3.2
Bottle with Dining table 4.2 4.2
Bottle with Person 173 17.0
Chair with Dining table 18.4 15.90
Chair with Person 8.5 4.7
Chair with Sofa 6.4 6.3
Dining table with Person  19.9 151
Dog with Person 2.2 2.1
Horse with Person 59.6 51.3
Motorbike with Person 35.6 29.2
Person with Sofa 13.5 12.2

case. In Table 3, the performance of our model is compared with
DPM by the average precision parameter. On average our model
improves object detection about 0.6 percent. This improvement is
because we performed our approach on detecting occluded and
co-occurring objects, but not to all objects. In our test database,
the number of co-occurring objects is small relative to overall
number of objects, hence the influence of our model in object
detection may seem less significant but if we test our model on a
dataset of occluded objects, the improvement will be significant.
To show the influence of using occlusion filters, we also test the
visual term detection without using occlusion filters in another
experiment. As shown in Table 4, The result of this experiment
proves that the usage of occlusion filters can improve visual term
detection as well as object detection.

5. Conclusion

In this paper, we have proposed the ISTOP model for extracting
image concepts with the ability to be trained on weakly annotated
datasets. To recognize image concepts, a context sensitive gram-
mar was proposed for parsing image from scene level to visual
term, object and part level, where the context and constraints
employed in the grammar impose consistency at each level. In this
grammar, the Visual Term was introduced as a new concept to
bridge the gap between object and scene level. The visual term
represents the related co-occurrence objects as a higher concept
level. The outstanding feature of the visual term is its ability to
consider more than two related objects as a multiple visual term.
Additionally, the co-occurrence constraints encourage compatible
parts to occur together within the composition which improve
object detection. The experimental results on the Pascal VOC
dataset show that the ISTOP model outperforms other approaches
on visual term detection, and outperforms discriminative part
based model in most object detection cases.
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