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Abstract. Retrieval and classification are at the center of Music Infor-
mation Retrieval research. Both tasks rely on a method to assess the
similarity between two music documents. In the context of symboli-
cally encoded melodies, pairwise alignment via dynamic programming
has been the most widely used method. However, this approach fails
to scale-up well in terms of time complexity and insufficiently models
the variance between melodies of the same class. Compact representa-
tions and indexing techniques that capture the salient and robust prop-
erties of music content, are increasingly important. We adapt two exist-
ing bioinformatics tools to improve the melody retrieval and classifica-
tion tasks. On two datasets of folk tunes and cover song melodies, we
apply the extremely fast indexing method of the Basic Local Alignment
Search Tool (BLAST) and achieve comparable classification performance
to exhaustive approaches. We increase retrieval performance and effi-
ciency by using multiple sequence alignment algorithms for locating vari-
ation patterns and profile hidden Markov models for incorporating those
patterns into a similarity model.

1 Introduction

The retrieval and classification of music documents is a fundamental problem in
Music Information Retrieval (MIR), and vital to the music recommendation task
that underpins the ever-growing digital music industry. Assessing the similarity
between two musical recordings or scores is at the core of both tasks, with direct
ties to musicological analysis and music cognition. The proliferation of large
music collections has placed efficiency at the center of MIR research therefore,
accurate and efficient similarity methods, applied on various retrieval scenarios,
are currently of vital importance.

Retrieval and classification, in general, requires building representations of
previously seen classes. Two popular metaphors to this problem derive from
cognition models that explains how humans categorize a concept or object [27].
The exemplar metaphor assumes that a new object is compared to all examples
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in a class. In computational systems this corresponds to the nearest-neighbor
method. The alternative posits that a new object is compared with a repre-
sentation called a prototype or a profile model, an abstraction created through
experience that contains the most common features of the members of the class.

In the exemplar metaphor, the most common similarity method comprises
converting the musical documents into sequential strings, and comparing them
using alignment via dynamic programming. This approach is mainly driven by
a pre-defined set of relationships between symbols, encoded as a fixed scoring
matrix, and pre-defined gap penalties for changes made to one sequence or the
other. Theoretically, the final similarity score between the sequences is as “mean-
ingful” as the relationships themselves [13]. Alignment via dynamic programming
has been proven very useful for identification or classification tasks where strong
similarities are present [34,38]. However, the dynamic programming technique
is slow and fails to efficiently scale to large datasets and long sequences. As a
consequence, scalability and efficiency in MIR have been investigated by a range
of researchers [4,9,23,29,30].

Most methods generally agree on the idea that representations that capture
salient and robust properties of musical content are a more intuitive approach
to speed up the retrieval and classification tasks. Consequently, we argue that
profiles or prototypes for each class of musical documents are more appropriate
than exemplars. However, applying alignment via dynamic programming on a
prototype-retrieval metaphor is not straight forward. This relates to another
drawback of the alignment method: its inappropriate way of modelling similarity.
Studies suggest that music similarity is a complex process [32,41]. Intuitively,
certain salient parts of a melody or a chord progression are less likely to change
than others in a folk melody rendition or a cover song. Additionally, musicologists
have argued that similarity raises from a listening process that involves altered,
but not beyond recognition musical patterns called variations. The simplistic
nature of the substitution matrix clearly cannot accommodate for the proper
handling of music uncertainty and variance (or stability), because the matrix
focuses only locally on individual notes.

Interestingly, in bioinformatics and biological sequence analysis, a similar sit-
uation has emerged. Various solutions have been proposed to both reduce time-
complexity and properly model similar evolutionary relationships. For exam-
ple, in an exemplar retrieval metaphor, the widely popular indexing framework
BLAST (Basic Local Alignment Search Tool) [1,2] uses heuristics to filter out
unnecessary comparisons from the database while it only explores a small part
of the dynamic programming space by identifying high-matching substrings. On
the other hand, in a prototype retrieval metaphor, profile hidden Markov models
(profile HMMSs) [14,26] have been successfully used to summarize alignments of
multiple biologically-related sequences. Such profiles capture the variance in a
class of sequences and can be used for accelerated database searches.

We propose the adaptation of BLAST and profile HMMS to increase the effi-
ciency and performance of the melody classification and retrieval tasks. Although
BLAST has already found application in the other music domains [22,29], we are
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interested in reestablishing its practical benefits in melodies. On the other hand,
in a prototype retrieval metaphor, we consider multiple sequence alignment and
profile HMMs appropriate for capturing the shared salience between music vari-
ations. We conduct an empirical study and evaluation on two symbolic datasets
of folk tunes and cover song melodies.

The remainder of the paper is organised as follows: Sect.2 presents the
general background and previous related research on MIR and bioinformatics.
Sections 3 and 4 describe our proposed tools for the exemplar and prototype
retrieval metaphors. Sections 5 and 6 present our experimental setup and results
respectively. Finally, concluding remarks are in Sect. 7.

2 Background and Related Work

Sequence alignment via dynamic programming is common in a variety of
domains, including bioinformatics and medicine [33]. Music documents of sequen-
tial format, such chord transcriptions or melodies, can also be compared using
the same method; gaps “~” are introduced in the sequences, until they have
the same length and the amount of “relatedness” between symbols at the same
index position is maximized. Given that the quality of an alignment between

two sequences 81 : ¢1,Ca, .., ¢y, and Sy : ¢}, ch, .., ¢l is the sum of alignment scores

of the individual symbols, most pairwise alignment methods use a dynamic pro-
gramming method credited to Needleman and Wunsch [31]. The optimal (highest

scoring) alignment can be generated by filling a cost matrix D recursively:

D(i—1,j — 1) + sub(ci, c})
D(i,j) =max < D(i—1,j) —~

D(Zvj - 1) -
where sub(ci,c;) is the substitution scoring function (typically encoded as a
matrix) and -« is the gap penalty which is assigned when a symbol is aligned to
gap. The score of the optimal alignment is stored in D(n, m), while the alignment
itself can be obtained by looking for adjacent maxima backwards from D(n,m)
to D(0,0). The Needleman and Wunsch approach is a global alignment method,
since it aims to find the best score among alignments of full-length sequences. On
the other hand, local alignment introduced by Smith and Waterman [35], aims
to find the highest scoring alignments of partial sequences by tracking back from
max(D(i,j)) instead of D(n,m), and by forcing all D(i,7) to be non-negative.
Local alignment allows for the identification of substrings (patterns) of high
similarity which can be mapped to the concept of musical segments (e.g. verses,
choruses, chord progressions).

We consider pairwise alignment via dynamic programming to be unfit for
music classification and retrieval and particularly for melodic sequences. First,
the O(nm) time complexity is impractical when it comes to large databases.
Although various heuristics have been introduced to reduce the time complexity
of dynamic programming [33], in practice, for k sequences in the database the sys-
tem would run in O(k?nm) time [29]. Miiller et al. [30] reduce the computational
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cost by first computing alignment at a coarse resolution level. The alignment is
then projected into a finer level for refinement. Hu et al. [19] proposed an app-
roach that relies on locating and extending promising matches incrementally on
the D cost matrix to find the “best” match. Inspired by bioinformatic heuristics,
Martin et al. [29] adapted BLAST, which reduces the cost of local alignment,
for cover song identification on a large dataset of audio recordings. Martin et al.
argue that substantial decrease in retrieval performance (compared to pairwise
alignment) is compensated by the gain in computation times.

The second drawback of alignment via dynamic programming is its scoring
function (or substitution matrix), which is the only component where domain
knowledge can be incorporated. Such a simple, and globally applied, structure
cannot accommodate for the particularities of certain classes of music documents
and music similarity in general. Nevertheless, an expert-annotation study [41]
of a folk-song melody dataset highlighted the importance of melodic contour,
rhythm, lyrics and motifs in melodic similarity. Based on these findings, van
Kranenburg [38] extended the scoring function of the typical pairwise alignment
to include multiple musical dimensions (e.g. inner-metric analysis, phrase bound-
aries). On a melody classification task, he showed that expert-based heuristics
could achieve an almost perfect 99% accuracy. At placing songs into families,
Hillewaere et al. [17] showed that a simple all-versus-all adaptation of standard
edit distance using only pitch information gives 94% accuracy for the same task.
In a related work, Boot et al. [5] investigated the importance of repeated patterns
on melodic similarity. Based on the assumption that shared patterns between
variations carry more salience, they showed that pattern-based compression can
achieve almost state-of-the-art classification accuracy. However, their approach
failed to show similarly promising results in a retrieval scenario, presumably due
to the quality of the automatic pattern extraction algorithms.

The problem of sequence similarity is well studied in bioinformatics. In a
prototype retrieval metaphor, profile methods are used by most protein class
identification pipelines. Sequences that include the active site in a protein (the
position in the 3-dimensional structure of the protein where it binds to other
molecules) are aligned using multiple alignment pipelines, and then the common
region is identified using a variety of summarization methods. The summariza-
tion methods can range from the very simple PROSITE patterns (which are
simple ungapped regular expressions) [3] to position-specific scoring matrices
(essentially a probabilistic extension of regular expressions where there is a dis-
tribution of symbols at each position) [2]. Profile hidden Markov models (profile
HMDMs) [14] are also architectures that summarize multiple sequence alignments
and have made major contributions to the field of computational molecular biol-
ogy [13]. They are probabilistic automata that take a multiple sequence align-
ment and convert it into a position-specific scoring system that can be used for
database searching. These models still often enable complex indexing strategies
[15] that speed up the assignment process, which is necessary when studying
millions of newly-generated sequences.
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Despite their success, profile HMMs have found little application in MIR.
Most notably, Chai and Vercoe [10] have used them to model and classify folk
songs into their corresponding country of origin. Although their results showed
that folk tunes from different countries share commonalities, they suggested
applying profile HMMs to more discriminable data sets. Wang et al. [43] have
used them to align different performances of the same musical piece. Results
showed that profile HMMs can improve alignment accuracy and robustness
over state-of-the-art pairwise methods but not significantly compared to other
approaches (e.g. progressive alignment). However, they have shown to be faster,
rendering them ideal for large music databases. Bountouridis et al. [6] have
shown that profile HMMs perform better that other MSA summarization meth-
ods, in a inlier-outlier separation scenario on datasets of folk melodies, chord
transcriptions and musical audio.

3 Exemplar Retrieval

The exemplar metaphor, manifested as the nearest-neighbor method, is widely
used in alignment-based music retrieval. In the previous section we saw that near-
perfect melody classification accuracies can be achieved by extending the typ-
ical alignment scoring with musical heuristics. The question therefore becomes
whether similarly high performance can be achieved while reducing the compar-
ison times. Boot et al. [5] already established the practical benefits of melodic
patterns for efficiently tackling the task, but the retrieval results were not
very promising. Martin et al. [29], on the other hand, already established that
the audio-derived music sequences can be compared in near-linear time using
the pattern-based BLAST. Intuitively, BLAST can find application to melodic
sequences.

3.1 BLAST

BLAST [1,2] uses a local alignment method at its core, which implies that simi-
larity is modelled as a simple substitution matrix. Its efficiency mainly relies on
the idea that a good alignment contains highly similar sub-strings (called seeds).
This allows for the substantial reduction of the number of database comparisons
needed for a single query, since target sequences with no matching sub-strings
can be filtered out. After the initial seeds are located, BLAST extends them
in both directions to find longer regions of similarity above a certain threshold.
Those regions are later used as anchor points that aid the local alignment. The
efficiency of BLAST also relies on its indexing strategy; the whole database is
divided into words, of equal size to the seed length, which are stored in a look-up
table for fast accessing.

The balance between sensitivity (true positive rate) and specificity (true neg-
ative rate), in a retrieval scenario using BLAST), is mainly determined by the size
of seed length sr,. Although, the work by Martin et al. [29] has investigated that
particular relationship, their findings cannot be generalized to other datasets, as
they were considering digitizations of audio recordings with specific settings.
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4 Prototype Retrieval

Volk et al. [40] presented a comprehensive study that shed light on the impor-
tance of variations for the perceived music similarity. They argue that a variation-
based computational model of music similarity requires two steps: first, the
detection of variation (or stability) patterns and second, the development of
an overall similarity measure that incorporates the patterns. This is a challeng-
ing task, mostly because musicology and music cognition have yet to provide us
with sufficient knowledge regarding the nature of musical variations [40)].

Both components of a variation-based model of music similarity can be
mapped to ideas and tools from the field of computational biology. As Krogh
states: “the variation in a class of sequences can be described statistically, and
this is the basis for most methods used in biological sequence analysis” [25]. This
agrees with the sequential, and widely supported probabilistic [36], nature of cer-
tain music representations (e.g. melodies, chord progressions) which has allowed
for the successful application of sequential alignment and analysis algorithms.

Multiple sequence alignment (MSA) is an extension of pairwise alignment to
more sequences, and it is a widely used sequence-analysis tool in bioinformatics.
It is a way to organize sequences such that relevant features are aligned together
[21]. Although “relevancy” depends on the context, the major benefit of MSA
is that it allows us to identify regions of low stability or high variation. In a
musical context, this can potentially translate to locating variation patterns; a
prerequisite of any model of music similarity according to Volk et al. [40].

Profile HMMs, briefly described in Sect. 2, are theoretically more appropriate
for assessing the similarity between sequences than the typical pairwise align-
ment because they provide a powerful framework for dealing with uncertainty
and randomness in sequential data. The scoring and penalizing at each position
is dependent on the MSA and not on some arbitrary chosen fixed values (e.g.
scoring matrix, gap penalties). This agrees with our music intuition that certain
parts of a melody are more likely to change in a variation than others.

Our proposed pipeline to enhance melody retrieval, in a prototype retrieval
metaphor, comprises two steps. First, we reveal the salient parts of the variations
belonging to a class, by building an MSA. Second, we encode them in a structure
that allows for comparison and database searching, by building a profile HMM on
top of the MSA. These can be mapped to the notions of variation and similarity
modelling respectively. Both are further explained in the following sections.

4.1 Multiple Sequence Alignment (MSA)

Our approach firstly requires us to identify salient patterns between the vari-
ations belonging to a class. We propose representing melodies as sequences of
symbols (from a finite alphabet) before aligning them using an MSA algorithm,
such that shared patterns are revealed.

Multiple sequence alignment is the output of a process that introduces gaps
“~ to sequences of symbols so that they have the same length. Formally, given
k sequences si, S, ..., S, over an alphabet A, a gap symbol “” ¢ A and let
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g: ({-}UA)* — A* a mapping that removes all gaps from a sequence containing
gaps. A multiple sequence alignment A consists of k sequences si, s, ..., s}, over
{—} U A such that g(s;) = s; for all 4, (s ,,85,,..,8;,) # (—...,—) for all p;
and |s;| is the same for all i.

There is a great number of possible MSAs for a single input of sequences [13].
We typically want to pick the most “meaningful” considering our task at hand.
More formally: given a scoring function ¢ : A — R that maps each alignment to
a real number, we are interested in A’ = arg max(c(A4)). The most widely used
such function is the weighted sum-of-pairs (WSOP) [37]:

k—1

k
c(A) =D 3" > wiv(sip sip) (1)

p=1i=1j=i+1

where L is the length of the MSA, w; ; is a weight of the pair of sequences i, j
and v(a,b) is a “relatedness” score between two symbols a,b € {—} U A. The
scores are typically stored in a matrix format called the substitution matrix.
Literature suggests that A’ would be “meaningful” as long as the substitution
matrix captures “meaningful” relationships between symbols [13]. WSOP can
also be extended to take into consideration affine gap scores (different scores for
gap insertions and gap extensions).

Representation. Related literature [21] and the previous definitions suggest
that, in order to achieve a “meaningful” alignment we need to carefully select
the music features that we will represent as sequences. Consequently, the rep-
resentation of melodies into sequences of symbols and their relationship are of
major importance. The works of van Kranenburg [38] and Hillewaere et al. [17]
revealed the importance of the pitch dimension, so our work considers melodies
as pitch-contours, meaning series of relative pitch transitions constrained to the
region between +11 and —11 semitones (folded to one octave). Besides their sim-
plicity and key-invariance, pitch contours have been found to be more significant
to listeners for assessing melodic similarity than alternative representations [16].

Scoring. The next step towards building a “meaningful” MSA is to define the
a relationship between symbols which translates to a similarity scoring matrix
€ R and gap open and extend penalties. It is typical to vary the gap values and
investigate their effect, since they have shown to affect the quality of an MSA
[8]. We use the simplest scoring matrix: v(é,4) = 1 if ¢ = j and v(4,j) = —1
if i # 3.

The previous paragraphs briefly explained the alignment score function ¢ and
the representations in A’ = arg max(c(A)). The following paragraphs explain the
two different MSA algorithms (the heuristics for the arg max function) that are
investigated in our work. Remember that the literature suggests that A’ would
be meaningful as long as ¢ is meaningful too. Considering the simple sequence
representation and the naive scoring model, we hypothesize that the intrinsic
properties of different music-agnostic MSA algorithms will lead to better and
more meaningful alignments.
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Progressive Alignment. The exact computations of A" is NP-hard [42], so it
cannot be used in practice. Therefore, heuristic approaches that give good align-
ments not guaranteed to be optimal have been developed. The most popular
approach is progressive alignment (PA) [18], which comprises three fundamen-
tal steps. At first, all pairwise alignments between sequences are computed to
determine the WSOP similarity between each pair. At the second step, a sim-
ilarity tree (guide tree) is constructed using a hierarchical clustering method.
Finally, working from the leaves of the tree to the root, one aligns alignments,
until reaching the root of the tree, where a single MSA is built. The drawback of
PA is that incorrect gaps are retained throughout the process since the moment
they are first inserted.

MAFFT. MAFFT [20] is a progressive alignment method that uses the fast
Fourier transform (FFT), or an FFT approximation, to identify short sub-
regions of one sequence or intermediate alignment that are high-scoring matches
with sub-regions from another sequence or alignment. This pre-processing allows
MAFFT to guide its alignment by an initial “anchoring” phase, thus reducing the
overall runtime. Besides being an efficient alignment method, MAFFT’s FFT app-
roach is in theory more well-suited to music sequences: according to Margulis
[28], the phrase structure of a melody is of major importance for the human
perception of variation patterns. By treating the located sub-regions as gap-free
segments, MAFFT can be the closest to partitioning melodies into perceptually
meaningful units. In addition, Bountouridis et al. [6] have shown that MAFFT
performs better than PA in a inlier-outlier separation task on music datasets of
different nature.

4.2 Profile Hidden Markov Models (Profile HMMs)

An introduction and literature review of profile HMMs can be found at [14,25].
Here we briefly describe them. Profile HMMs are linear, left-to-right models
comprised of three types of states: match, delete and insert states. Match states
correspond to columns in the MSA with low variability and capture the distrib-
ution of symbols in that column. Insert states model columns of high variability,
and capture the likelihood of a column being extended with the insertion of
symbols. Delete states simply allow for the skipping of match states.

An example will better explain the creation of a profile HMM. Figure 1 shows
a profile HMM generated from a small MSA. The structure has six match states
(besides the “start” and “end” states), although the length of the MSA is eight
columns. That is because we have set a gap-to-symbol ratio 6,,s = 0.3 below
which a column can be modeled as a match state. For n match states there are
n delete states and n + 1 insert states. The transition probabilities from state
to state are initially set to 0 but are modified as we parse the MSA. In our
example, the columns with index 6 and 7 are modelled as an increase in the
transition probability from the match state M5 corresponding to column 5 to
its insert state I5. Each match state M; has an emission distribution probability
Py, corresponding to symbol distribution of that column. In order to avoid
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C 050
A 1.00 D 025

A 0.60
F 100 C 0.20
F 020

A 025 A 0.20
F 025 D 0.75 E 0.80
ACDEFACA
AFDA---C
A--EFD-F model.start = - - M6 - model.end
ACAEF--A
ADDEFAAA

Fig. 1. An example of a profile HMM (right) created from a multiple sequence align-
ment (left). From top to bottom: probability distribution of the match states (only the
most frequent symbols are shown) and match, delete, insert states. Not all columns
have corresponding match states since 0,,s = .3 in that particular example.

over-fitting, such as in the case of M1 where only the symbol “A” is found in
the column, it is common to use pseudo-counts; where we manually increase
the counts of every symbol in the alphabet. Insert states have also an emission
probability distribution, but in contrast to the match states, they are assigned a
fixed background symbol distribution P;. Pseudo-counts can also be applied to
the transitions between states. Altering the gap-to-symbol ratio 6,,s, emission
pseudo-counts ¢, and transition pseudo-counts c¢y,., affects the flexibility of the
profile HMM, meaning the allowed variation from the MSA sequences.

Profile HMMs can be trained by unaligned sequences too, using algorithms
such as the Baum-Welch expectation maximization or gradient descent. A more
reliable technique is to estimate a draft structure from a satisfactory MSA and
then re-estimate the model’s parameters using the Baum-Welch algorithm [14].

Comparing or aligning a sequence to a profile HMM is performed by finding
the most likely path of states given the sequence. The Viterbi or Forward algo-
rithms are typically used for this task, with time complexity O(N M) similar to
other dynamic programming methods, where N and M are the sequence length
and number of states of the model respectively.

4.3 Alternative MSA Summarizations

Profile HMMSs are not the only method for summarizing an MSA. In contrast to
profile HMMs, all of the methods described below aim to represent an MSA as a
single sequence rather than a probabilistic model. We denote this representation
as “prototype” in order to avoid confusion with profile HMMs.

Random Exemplar (Random). The most naive approach to prototype mod-
eling is picking a random sequence from the class and considering it the pro-
totype: no MSA is required. This approach works in practice only when the
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variation between the sequences is relatively small and the classes are easily sep-
arable. Then to assign a similarity between a sequences and a prototype, one
just computes their pairwise alignment.

Majority-Vote Consensus (MjV). The most intuitive method to summarize
a multiple alignment is to generate a single sequence, the consensus, that con-
siders each aligned sequence to be of equal importance. For each column, the
majority vote process determines if the frequency of the most common symbol is
above a threshold, 6. If so, that symbol represents that column in the consensus;
otherwise, the column is represented by an ambiguous symbol. For this simple
method, the threshold is key in bioinformatics applications [11].

Data Fusion (Fusion). Data Fusion can be seen as an extension of the majority
vote approach. In addition to finding the most common symbol per column,
it also uses the agreement between rows as a weight to favor values of rows
with higher agreement [12]. Data Fusion has already found successful application
in music, i.e. in the task of automatic chord recognition from audio [24]. We
omit the details due to lack of space, however the reader is forwarded to the
aforementioned publications.

5 Experiments

We have proposed using bioinformatics-inspired techniques for both exemplar
and prototype based retrieval metaphors. In both cases, we design a classification
and a retrieval experiment. For the first task the goal is to assign individual
melodies to their corresponding class. For the latter given a class, the goal is to
rank higher the melodies that belong to it.

5.1 Datasets

Our experiments use two datasets of symbolically represented melodies of vary-
ing size and nature. Variations of the same melody are grouped into classes.
Summary statistics are presented in Table 1.

The Annotated Corpus of the Meertens Tune Collections [39] is a set of 360
Dutch folk songs grouped into 26 “tune families” and annotated by Meertens
Institute experts. Each contains a group of melody variations related through
an oral transmission process. For this TUNEFAM-26 data set, expert annota-
tors assessed the perceived similarity of every melody over a set of dimensions
(contour, rhythm, lyrics, etc.) to a set of 26 prototype “reference melodies”.

The Cover Song Variation data set [7], or Csv-60, is a set of expert-
annotated, symbolically-represented vocal melodies derived from matching struc-
tural segments (such as verses and choruses) of different renditions of sixty pop
and rock songs. Csv-60 is inherently different from TUNEFAM-26 in two ways.
First, the grouping of melodies into classes is certain: the songs were pre-chosen
as known covers of songs of interest. Secondly, cover songs are typically not a by-
product of an oral transmission process: cover artists have access to the original
version. All melodies in both datasets, are represented as sequences as described
in Sect.4.1.
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Table 1. Summary statistics for the two datasets of our experiments.

TuNEFAM-26 | Csv-60
Number of classes 26 60
Number of sequences | 360 243
Class size 13.0 (4.0) 4.0 (1.1)
Sequence length 43.0 (14.9) |53.0 (21.4)

5.2 Evaluation Framework

Exemplar Retrieval Settings. We are interested in evaluating whether
BLAST can achieve comparable performance to the typical pairwise alignment
in a nearest-neighbor retrieval scenario. Each target sequence in the dataset is
compared to the query and ranked according to its similarity. For each query, the
1st-nearest neighbor is used to predict its class (e.g. tune family). Mean Average
Precision (MAP) of the correct class in the ranked list is also computed. Since
pairwise alignment (denoted as “PW-NN”") can be highly dependant on gap
open and extend settings, we experiment with different configurations (0.3-0.1,
0.5-0.1, 0.7-0.1, 0.7-0.3, 0.9-0.1, 0.9-0.3). Since BLAST is dependent on the
seed size sy, we experiment with different values (3,4, 5). BLAST’s substitution
matrix is set to the simple v(i,¢) = 1if ¢ = j and v(4,j) = —1 if ¢ # j, while gap
open and extend setting are set to default (1.1-0.1).

Prototype Retrieval Settings. We are interesting in evaluating whether our
proposed profiling approach, i.e. MSA and profile HMMSs, enables internal varia-
tion while still characterizing a class. We set up a leave-50%-out cross-validation
retrieval system that randomly partitions each class into two equal-size training
and testing sets. The split datasets are denoted TUNEFAM-26-H and Csv-60-H
respectively. The training set is used to generate the prototypes. This includes
building the MSA and summarizing with different prototype methods. For the
MSA, we experiment with different algorithms (see Sect.4.1) and different gap
open and extent settings (0.3-0.1, 0.5-0.1, 0.7-0.1, 0.7-0.3, 0.9-0.1, 0.9-0.3).
The match and mismatch scores are set to 1 and —1 respectively. Regarding
the profile HMM training settings, we set 0,,s = 0.4, Cepp = 1 and ¢ = 1
which are considered typical. We re-estimate the model parameters by using
the Baum-Welch algorithm. For the majority vote method, we experiment with
three different threshold settings: 0.3, 0.5 and 0.7.

Each prototype is compared to all the sequences in the test set, and the
MAP of the correct class in this ranked list over ten runs is computed. For the
classification task, each sequence in the test set is compared to all the prototypes
and the highest ranked class is used for prediction. For PW-NN| each sequence
in the training set is compared to the test set.
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6 Results

The MAP and mean classification accuracy (Acc) results of the PW-NN method
(our baseline) for the Csv-60-(H) and TUNEFAM-26-(H) datasets are presented
in Table 2. Our results for the TUNEFAM-26 set, agree with the findings of van
Kranenburg [38]. Interestingly, gap settings have little effect on the overall per-
formance in both datasets.

Exemplar Retrieval Results. The BLAST results are presented in Table 3.
Clearly, the retrieval performance of BLAST cannot compare with that of
PW-NN. However for TUNEFAM-26, the highest classification accuracy (0.85),
achieved with sy = 5, is only 0.08 lower than the best baseline performance,
0.93 (0.7-0.1 gap settings). It should be noted that Boot et al. [5] achieved
0.89 accuracy on the same dataset by using expert annotations of salient pat-
terns. BLAST, achieves comparable performance without the incorporation of
any musical heuristics. With the Csv-60 set, the BLAST results show similar
behavior; 0.77 accuracy (s, = 5) while the baseline is at 0.83 (0.7-0.1 gap set-
tings). Due to the previous findings and its high efficiency, it is safe to state that
BLAST can be a reliable and fast solution for melody classification.

Prototype Retrieval Results. The MAP and mean classification accuracy
(Acc) results for the Csv-60-H and TUNEFAM-26-H datasets are presented
in Tables4 and 5 respectively. Our profile HMM-based model shows the highest
retrieval performance in general. More specifically MAFFT-pHMM achieves MAP
scores of 0.76 and 0.83 for the Csv-60-H and TUNEFAM-26-H respectively. Both

Table 2. The baseline MAP and mean classification accuracy (Acc) results for the Csv-
60-(H) and TUNEFAM-26-(H) datasets using pairwise alignment run with different gap
settings (0.3-0.1, 0.5-0.1 and so on).

3-.1 51 -1 -3 9-1 .9-3

MAP | Acc | MAP | Acc | MAP | Acc | MAP | Acc | MAP | Acc | MAP | Acc
Csv-60 .64 .82 | .64 .82 | .65 .83 | .64 .83 | .65 .83 | .64 .82
TUNEFAM-26 .61 92 |.62 .93 | .58 92 |.60 93 | .57 .92 | .61 .93
Csv-60-H .67 77 | .66 .79 | .65 .78 | .65 .76 | .67 .78 | .65 .76
TuNEFAM-26-H | .57 .86 | .59 .85 | .61 .87 |.60 .86 | .62 .88 | .63 .88

Table 3. The MAP and mean classification accuracy (Acc) results for the Csv-60 and
TUNEFAM-26 datasets using BLAST run with different seed lengths sy, (3,4,5).

3 4 5

MAP | Acc | MAP | Acc | MAP | Acc
Csv-60 .33 .65 |.37 .66 | .46 7
TUuNEFAM-26 | .50 .85 | .47 .84 | .51 .85
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Table 4. The MAP and mean classification accuracy (Acc) results for the Csv-60-H
dataset algorithms are compared on different MSAs created by different algorithms
(MAFFT, PA) run with different gap settings (0.3-0.1, 0.5-0.1 and so on).

3-1 5-1 -1 .7-.3 9-1 .9-.3

MAP | Acc | MAP | Acc | MAP | Acc | MAP | Acc | MAP | Acc | MAP | Acc
MAFFT-fusion | .70 .63 |.68 .64 | .66 .63 |.70 .66 | .68 .66 | .66 .62
MAFrFT-pHMM | .73 73 | .74 76 | .73 71 | .76 74 | .72 72 | .74 71
MAFFT-MjV-.3 | .60 .49 | .59 .51 | .59 .51 | .60 .52 | .57 .51 | .58 .51
MAFFT-MjV-.5 | .60 .48 | .59 .51 |.59 .51 |.60 .52 | .57 .51 | .59 .50
MAFFT-MjV-.7 | .53 .38 | .51 .38 | .49 .38 | .46 .35 | .46 .38 | .48 .39
MAFFT-random | .67 .60 | .69 .64 | .67 .63 | .70 .64 | .65 .60 | .68 .60

PA-fusion .64 .55 | .66 .59 |.63 .56 | .68 .64 | .67 .62 | .67 .59
PA-pHMM .68 .62 | .66 .69 | .65 .71 .70 .74 | .64 .65 | .68 .65
PA-MjV-.3 .67 .54 | .67 .55 |.69 .60 | .68 .55 | .67 .58 | .65 .55
PA-MjV-.5 .67 .54 | .67 .55 |.69 .60 | .68 .55 | .67 .58 |.65 .55
PA-MjV-.7 .64 49 | .65 .51 | .69 .54 | .61 44 | .63 .52 .59 .45
PA-random .64 49 | .66 .62 .70 .63 .71 .60 | .65 .51 |.67 .56

Table 5. The MAP and mean classification accuracy (Acc) results for the TUNEFAM-
26-H dataset algorithms are compared on different MSAs created by different algo-
rithms (MAFFT, PA) run with different gap settings (0.3-0.1, 0.5-0.1 and so on).

3-.1 51 -1 .7-.3 9-1 .9-3

MAP | Acc | MAP | Acc | MAP | Acc | MAP | Acc | MAP | Acc | MAP | Acc
MAFFT-fusion | .71 .b3 .75 b7 .74 62 | .77 .58 | .74 .66 | .77 .62
MaFFT-pHMM | .81 |.72 |.80 |.70 .83 |.70 |.79 |.69 .82 |.71|.81 |.70
MAFFT-MjV-.3 | .67 .55 | .70 .60 | .76 .63 | .74 .63 |.73 .65 |.75 .64
MAFFT-MjV-.5 | .66 51 | .67 52 | .72 .55 | .72 56 | .71 57 .72 .54
MAFFT-MjV-.7 | .50 .28 | .48 .29 | .46 32 | .45 .28 | .48 30 | .42 .25
MAFFT-random | .57 42 | .58 41 | .60 A7 | .60 43 | .60 .49 | .66 .50

PA-fusion .65 .37 | .66 .37 .70 .38 | .76 .53 |.69 44 .77 .55
PA-pHMM .70 63 |.72 .64 | .72 .64 | .73 67 | .71 .66 | .77 .66
PA-MjV-.3 .51 44 | .57 AT | .64 .54 | .70 .63 | .69 .60 |.74 .64
PA-MjV-.5 .51 44 | .57 A7 | .64 .54 .70 .64 | .69 .89 |.74 .63
PA-MjV-.7 47 .39 | .55 .40 | .60 49 | .68 .56 | .65 .52 |.70 .54
PA-random .50 .30 | .55 .28 | .63 .34 | .65 40 | .61 .32 .67 41

are significantly better (p < 0.005 using Wilcoxon signed-rank test) than the
second highest MAP performed by random exemplars and Data Fusion. MAFFT-
pHMM is also significantly better than PW-NN; 0.67 and 0.63 for the Csv-60-H
and TUNEFAM-26-H respectively. For classification, PW-NN performs generally
better than any prototype methods. Most notably in the TUNEFAM-26-H set,
PW-NN achieves an accuracy of 0.88 (0.9-0.1 gap settings), while the second
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best (0.72) is achieved by the much faster MAFFT-pHMM. The same pattern
holds at smaller extent for Csv-60-H; 0.79 (0.3-0.1 gap settings) and 0.76 for
PW-NN and MAFrFT-pHMM respectively.

7 Discussion and Conclusions

In this paper we proposed the adaptation of two popular tools of computa-
tional biology in the context of melody classification and retrieval. In a nearest-
neighbor experiment, we showed that the pattern-based indexing tool BLAST
can achieve high classification accuracy, comparable to music-aware sequence-
compression methods that use global alignment via dynamic programming. As
expected though, due to the improper modelling of similarity using a substitu-
tion matrix, the retrieval performance did not show similar behaviour. Never-
theless, we showed that MSA and profile HMMs are a great fit for modelling
the randomness and uncertainty of variations and incorporating them into class
profiles. The results showed that our proposed similarity model can outperform
the global alignment method in a prototype retrieval metaphor. Profile HMMs
were also shown to outperform alternative MSA summarization methods. Con-
sidering the previous findings and the high efficiency of profile HMMS when it
comes to sequence comparison, we find that profile HMMs are a reliable and fast
solution for melody retrieval. Interestingly, their performance is notably higher
when the MSA comes from MAFFT instead from progressive alignment. This
suggests that MAFFT’s FFT-based internal heuristics are more appropriate than
the typical progressive alignment for melodic sequences.

In general, BLAST and profile HMMs (trained on MAFFT MSAs) can be
reliable and efficient solutions for large-scale melody classification and retrieval
respectively, without the incorporation of musical heuristics. Future work should
investigate their performance on music documents of more popular sequential
formats (e.g. chords). Interestingly, profile HMMs, offer the possibility of gen-
erating variations based on the training MSA which can find applications in
the field of automatic music generation. From a music-cognition perspective, it
would be interesting to investigate whether listeners can distinguish generated
from real variations. Our work can be considered as the first step towards more
exciting research and applications.
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